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Abstract The development of parallel algorithms for

mesh generation, untangling, and quality improvement

is of high importance due to the need for large meshes
with millions to billions of elements and the availabil-

ity of supercomputers with hundreds to thousands of

cores. There have been prior efforts in the develop-
ment of parallel algorithms for mesh generation and

local mesh quality improvement in which only one ver-

tex is moved at a time. But for mesh untangling and
for global mesh quality improvement, where all vertices

are simultaneously moved, parallel algorithms have not

yet been developed. In our earlier work, we developed

a serial global mesh optimization algorithm and used it
to perform mesh untangling and mesh quality improve-

ment. Our algorithm moved the vertices simultaneously

in order to optimize a log-barrier objective function
that was designed to untangle meshes as well as to im-

prove the quality of the worst quality mesh elements. In

this paper, we extend our work and develop a parallel
log-barrier mesh untangling and mesh quality improve-

ment algorithm for distributed-memory machines. We

have used the algorithm with an edge coloring-based

algorithm for synchronizing unstructured communica-
tion among the processes executing the log-barrier mesh

optimization algorithm. The main contribution of this

paper is a generic scheme for global mesh optimization,
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whereby the gradient of the objective function with re-

spect to the position of some of the vertices is commu-
nicated among all processes in every iteration. The al-

gorithm was implemented using the OpenMPI 2.0 par-

allel programming constructs and shows greater strong
caling efficiency compared to an existing parallel mesh

quality improvement technique.

1 Introduction

Scientific simulation codes are typically run on meshes

with millions to billions of mesh elements (e.g., [2, 32,

53]). Meshes with billions of elements are becoming
more and more common due to the advent of super-

computers and shared-memory machines. Meshing al-

gorithms should take advantage of parallelism to effi-
ciently handle such meshes. Parallel meshing algorithms

can be run in a distributed manner on a parallel cluster

in order to be effective both in terms of time and mem-

ory. Alternatively, they can be performed on a shared-
memory machine; however, memory contention of the

shared resources is a challenge that must be overcome

in the latter case. Alternatively, hybrid algorithms can
be designed that use OpenMP and MPI for intra- and

inter-core parallelism, respectively.

There are numerous parallel mesh generation algo-
rithms in existence [14]. We focus on those used to

generate triangular and tetrahedral meshes in this pa-

per. In regards to the generation of such meshes, sev-

eral parallel Delaunay mesh generation algorithms have
been developed (e.g., [9–12, 25, 33, 38]). In contrast,

only a few parallel advancing front methods [17, 34–36]

have been developed. Parallel edge subdivision meth-
ods [8, 17, 40, 45, 46, 56] have also been designed for

generation of triangular and tetrahedral meshes. The

algorithm that currently generates the largest meshes
is an exascale mesh generator (which generates meshes

with up to 1018 elements) [13] and is due to Nikos

Chrisochoides and his collaborators.

For large meshes, it is also important that other
mesh operations (e.g., smoothing and untangling which

we focus on in this article), be performed in paral-

lel. There are only four algorithms that have been de-
veloped for parallel mesh smoothing. Freitag, Jones,

and Plassmann developed a parallel mesh optimiza-

tion technique which employed a parallel nonsmooth
optimization technique which smoothed independent

sets of vertices simultaneously [21]. Their parallel mesh

smoothing algorithm was designed for a parallel ran-

dom access machine (PRAM) model. This technique
performs local vertex movement in which each vertex is

moved at a time. In order to void conflicting updates

to vertex positions, a vertex coloring scheme has been
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used in these algorithms. The positions of vertices of

a single color are optimized first, and their new posi-
tions are communicated before the positions of vertices

of other colors are optimized. The unstructured com-

munication of vertex positions is carried out through a
root process.

More recently, Jiao et al. developed a parallel feature-

preserving mesh smoothing algorithm for preservation
of features, such as corners and creases, in surface meshes.

Most recently, Gorman and collaborators developed a

parallel hybrid OpenMP/MPI anisotropic mesh smooth-
ing algorithm [27]. To date, only one parallel mesh un-

tangling technique has been developed [4]. This algo-

rithm has been developed for shared-memory proces-
sors.

Since there are very few parallel mesh smoothing

and no parallel mesh untangling algorithms, we also
review serial algorithms developed for these purposes.

The vast majority of the mesh smoothing algorithms

employ optimization techniques to improve the quality
of the mesh by adjusting the positions of the vertices

(e.g., [3, 7, 30, 44, 47–49, 52]). Other authors have de-

veloped physics-based approaches to mesh smoothing.

Approaches have been developed based on a torsion-
spring system [58, 60] and an electrical system [37]. A

force-based mesh smoothing method based on graphs

was developed by Djidjev [18]. The vast majority of
these methods perform average mesh quality improve-

ment. However, there are a few methods that have been

proposed that improve the quality of the worst ele-
ment in the mesh (instead of the average mesh qual-

ity) [22, 42, 47, 48]. For example, Freitag and Plass-

mann developed an active set method [22] for improv-

ing the worst quality element in the mesh; however,
the quality metric employed must lead to a convex ob-

jective function. In addition, Park and Shontz devel-

oped derivative-free mesh optimization algorithms for
improving the worst quality element [42]; their algo-

rithms were based on pattern search and multidirec-

tional search methods. The latter optimization meth-
ods do not use the gradient of the objective function,

and hence are slower to converge. In collaboration with

Stephen Vavasis, the authors of this paper have devel-

oped log barrier mesh quality improvement (and untan-
gling) techniques for improvement of the worst quality

mesh elements [47, 48]. These techniques were more

general in that they could perform mesh quality im-
provement employing any shape-based geometric mesh

quality metric. In addition, more improvement was typ-

ically seen than with the other methods [47, 48].

Improving the quality of the worst element in the

mesh is more challenging in that it involves solving a

nonsmooth optimization problem. However, doing so

is typically more beneficial from the viewpoint of the

associated finite element solver in that it improves its
stability, accuracy, convergence, and efficiency [50].

In regards to triangular or tetrahedral mesh untan-
gling, optimization techniques are often used to untan-

gle the mesh and generate valid mesh elements [23, 24,

31, 48, 55]. The majority of these optimization-based

mesh untangling techniques converge to a local optima
of the objective function; however, the method in [31]

converges to the global optimum. Agarwal has devel-

oped a remeshing procedure [1] for mesh untangling.
Bhowmick and Shontz recently designed a graph-based

mesh untangling approach [5]. In addition, Remacle and

his collaborators and Jiao and his students have pro-
posed mesh untangling schemes for curvilinear meshes

[54] and high-order surface triangulations [15], respec-

tively. Although parallel local mesh untangling algo-

rithms have not been formally studied, Freitag and Plass-
mann’s optimization-based untangling algorithm [22],

for example, can be implemented in parallel in a similar

way to their parallel mesh quality improvement tech-
nique [21].

Several approaches have recently been developed

that combine various aspects of mesh smoothing and
untangling [26, 29, 55, 57]. A parallel algorithm com-

bining mesh smoothing and untangling has also been

developed [4]. Such combined approaches are appealing
in that it is sometimes the case that one optimization

problem can be solved in lieu of solving two or more

optimization problems separately in order to smooth
or untangle the mesh.

In this paper, we describe a parallel log-barrier al-

gorithm for global mesh quality improvement and un-
tangling. We first review the serial log-barrier algo-

rithm [47, 48] and discuss the techniques for its parallel

implementation on distributed-memory machines. As
we have described before (in [48]), and as we shall see

in Section 2, the log-barrier method is an efficient global

untangling and mesh quality improvement technique in

which all the vertices are moved simultaneously. Paral-
lel global mesh quality improvement methods commu-

nicate the gradient of the vertices to neighboring pro-

cesses. For this purpose, a new use of a coloring tech-
nique for synchronization of the data communication

is employed to ensure a consistent and efficient execu-

tion of our parallel algorithm. We use an edge-based
coloring communication synchronization technique in

which edges corresponding to a graph of communicat-

ing processes (NOT mesh edges) are colored in order

to synchronize the communication. Note that our edge
coloring-based technique can be used for local mesh

quality improvement or any other parallel algorithm

with an unstructured communication requirement. Re-
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lated node-based versions of such algorithms have been

used before to synchronize communication in wireless
networks [43]. We carry out numerical experiments to

determine the strong scaling efficiency of our algorithm

as applied to mesh untangling and mesh quality im-
provement on a distributed-memory machine with two

large meshes. We also carry out a numerical experi-

ment to examine the weak scaling efficiency of our algo-
rithm. The numerical experiments in which we evaluate

the strong and weak scaling efficiency of our algorithm

and the associated results are discussed in Section 3.

In Section 4, we conclude the paper and provide future
research directions.

2 Parallel Algorithm for Mesh Quality

Improvement and Untangling and Its

Implementation

In this section, we describe our parallel algorithm and
its implementation in detail. We first recall the mesh

untangling and quality improvement algorithm devel-

oped in our earlier papers [47, 48] and then describe
the challenges and modifications necessary for efficient

execution of our parallel algorithm in the subsequent

subsections.

2.1 The Log-Barrier Method for Mesh Untangling and

Quality Improvement

In this paper, the quality of a mesh is improved by a
numerical optimization algorithm that dictates the ver-

tex movement in unstructured meshes. In particular,

we use the log-barrier method in which the quality of
the worst element is improved by maximizing an objec-

tive function that uses logarithmic barrier terms. Our

previous papers [47, 48] describe the mathematical for-
mulation and serial mesh untangling and mesh quality

improvement algorithms in detail. Here, we simply pro-

vide the algorithm along with some intuition behind it.

The serial algorithm is provided in Algorithm 1 below.

The main differences between earlier mesh quality

improvement methods and the log-barrier method is
the use of the log-barrier objective function and a non-

smooth objective function. Earlier methods used some

composite functions such as the average value or the
root-mean-squared value of the qualities of all the ele-

ments in the mesh. Such objective functions improved

the average mesh quality, but the quality of the worst el-

ement was not guaranteed to be improved. Our method
solves a reformulation of the nonsmooth unconstrained

optimization problem of improving the quality of the

worst element as a smooth constrained optimization

Algorithm 1 The log-barrier method for mesh untangling and

quality improvement.

1: start the iterations with the vector of vertex locations x.

2: while the quality of mesh is not satisfactory do

3: for all vertices in the mesh do

4: if vertex i can be moved then

5: compute the gradient and the descent vector

6: end if

7: end for

{carry out a line search as described below:}
8: while the log-barrier objective function F (µ, t) is not max-

imized, i.e., the gradient has not vanished do

9: move all vertices along the descent direction by a dis-
tance proportional to the magnitude of the descent vec-

tor
10: compute the objective function value

11: adaptively increase or decrease the distance based on
the objective function value

12: end while

13: update µ and t in the log-barrier objective function such

that
∂F (µ,t)

∂t
≈ 0

14: end while

problem through the use of the following log-barrier

objective function:

F (µ, t) = t+ µ

m∑

i=1

log (qi − t),

where qi is the quality of element i, µ and t < qi are
auxiliary terms, and m is the number of elements in

the mesh. Note that the constraints are added to the

objective function.

In this paper, we use the smooth aspect ratio quality
metric,

qi =
vol

(
∑6

j=1 l
2
j )

3/2
,

where vol is the volume of the mesh element and lj ,

1 ≤ j ≤ 6, are the lengths of the side of the tetrahe-

dron. We assume that a larger quality qi for an element
i implies that it is of better quality. We lower µ after

every iteration and maximize F (µ, t) so that we ulti-

mately end up maximizing t. We wish to maximize t so
that the quality of the elements also improves to some

value greater then t. Note that, due to the log-barrier

term, the method has a greater incentive to improve el-
ements whose quality are close to t rather than elements

that are already of good quality. Thus, our algorithm

preferentially improves the quality of poor elements.

In order to untangle meshes, we compute a hybrid

quality metric [48] that assumes the signed area or vol-

ume of an element as its quality if the element in in-

verted or assumes the aspect ratio as the quality of an
element if it is not inverted. The aspect ratio is usually

a function of the signed volume and the length of the

sides of the element. The hybrid metric can be made
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smooth through a sigmoid function that provides rela-

tive weights for the signed volume and aspect ratio as
shown below:

Qi = wvolvoli + wqualqi,

where Qi is the hybrid quality, voli is the signed volume
of the element, qi is the signed quality of the elements,

and wvol and wqual are sigmoid weights. The sigmoid

weight are given by

wvol =
1

1− eαvoli
and wqual =

1

1− eβqi

,

where α and β are scaling factors. If the hybrid quality
of all elements is improved from a negative value to a

positive value, the mesh is untangled.

We have also shown that the log-barrier method

converges to a stationary point by satisfying the Kuhn-
Karush-Tucker (KKT) conditions [39]. The KKT con-

ditions for a generic constrained optimization problem

is described below. Consider a constrained optimiza-

tion problem of maximizing f(x), while respecting the
k constraints ci(x) ≤ 0, ∀i ∈ [1, k]. The Lagrangian is

given by

L(x, λ) = f(x) + λc(x),

where λ is a vector of Lagrange multipliers. The active

set is given by

A(x) = {i|ci(x) = 0}.

For a given point x, linear independence constraint qual-

ification (LICQ) holds if the active set gradients {∇ci(x)|
i ∈ A(x)} are linearly independent.

Suppose that x∗ is a solution to our constrained

optimization problem and that LICQ holds at x∗. Then

there is a Lagrange multiplier vector λ∗ such that the
following conditions (i.e., KKT conditions) are satisfied

at (x∗, λ∗):

– stationarity condition:

∇xL(x
∗, λ∗) = 0

– primal feasibility:

ci(x
∗) ≤ 0, ∀i ∈ [1, k]

– dual feasibility:

λ∗

i ≥ 0, ∀i ∈ [1, k]

– complementarity condition:

λ∗

i ci(x
∗) = 0, ∀i ∈ [1, k].

In addition, the satisfaction of the KKT conditions

at a point is a first-order necessary condition for the
algorithm to converge to a stationary point.

The results from our experiments indicate that the

quality improvement by our methods is better then
those seen by local mesh quality improvement tech-

niques for some cases. In fact, our technique is able to

untangle meshes in less time than existing techniques.

2.2 A Parallel Algorithm in a Distributed-Memory
Environment

In order to develop a parallel algorithm for a distributed-
memory system, the following questions must be an-

swered: (a) how should the data be distributed, (b) is

the algorithm “embarrassingly” parallel, (c) if not, how
can each step of the algorithm be implemented in paral-

lel, and (d) which data needs to be communicated from

one process to another for correct execution of the al-

gorithm.
In the context of mesh untangling and quality im-

provement, the data can be distributed through a suit-

able mesh partitioning technique in which each contigu-
ous part of a mesh is assigned to a process. In particular,

each vertex is assigned to a process, and the elements

that contain the vertex are also assigned to the pro-
cess. Note that an element can be assigned to more

than one process because it may contain vertices that

are assigned to different processes. It must be ensured

that only one of these processes computes the qual-
ity of the element when the log-barrier objective func-

tion is computed during mesh quality evaluation. Also,

“ghost” vertices, which are assigned to one of the pro-
cesses and are also neighbors of vertices in some other

process, are also present in all the relevant processes.

Clearly, the entire algorithm is not embarrassingly
parallel, but some of the steps in the algorithm can be

easily implemented in parallel, whereas other steps re-

quire synchronization. It is possible for each process to

compute the gradient of the objective function of its
own vertices, but each process also needs the gradient

of the neighboring vertices during the line search. The

gradients can be communicated among the processes
at the beginning of each iteration. If a nonlinear conju-

gate gradient algorithm is being employed to compute

the descent direction, the norm of the gradient and the
descent direction in the previous iteration are required.

Such reduction operations (finding the sum, finding the

minimum/maximum element in a vector, etc.) are easily

supported in several parallel programming constructs.
All the processes can independently move the vertices

during the line search step. Reduction operations are

again used to compute the new log-barrier objective
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function value and appropriate decisions are taken to

increase or decrease the step size during this step. Since
the same deterministic technique is used by all pro-

cesses to adaptively change the step size, this can also

occur in parallel. After the line search, µ is updated by
multiplying it with a constant factor, and a new t is

computed. The computation of t is carried out using

the bisection method to determine t such that

∂F (µ, t)

∂t
≈ 0.

This step also requires reduction operations which we

describe below.

2.3 Edge Coloring-Based Synchronized, Unstructured

Communication

Reduction operations are usually carried out in a struc-

tured manner, where a value is communicated from ev-

ery process to some other process, and the required
“reduced” value is communicated back to every pro-

cess through a series of steps optimized for the net-

work architecture. There is also a need for for unstruc-
tured communication in which each process transfers

the gradient of its boundary nodes to the correspond-

ing neighboring processes in our algorithm. Some pro-
cesses may communicate with just one other process,

whereas some processes may communicate with five or

more processes. We must ensure that every process is

aware of the processes with which it needs to commu-
nicate and to ensure that the order of communication

does not result in a deadlock.

We propose to use a greedy, edge coloring-based
algorithm to synchronize the unstructured communi-

cation. Based on the vertex connectivity, it is easy to

compute a graph of communicating processes. Such col-
oring algorithm have been used to synchronize commu-

nication in wireless networks [43]. A detailed analysis

of such algorithms can also be found in [43] and [19]. In

our implementation, we use an edge coloring algorithm.
Prior implementations have used node coloring algo-

rithms. A node in the graph corresponds to a process,

and an edge represents a communication requirement.
We employ a greedy algorithm to color the edges such

that no two edges incident on a node have the same

color. We carry out a breadth first search (BFS) of the
graph and choose an independent set of edges and pri-

oritize the corresponding communication. The BFS is

repeated until all the edges are accounted for. Since the

communication takes place among independent edges,
deadlocks do not occur, and the communications hap-

pen in parallel. Note that the number of processes are

very low compared to the size of the mesh, and the

coloring has to be computed only once. Thus, a serial

implementation of the algorithm will suffice for our pur-
poses.

2.4 Distributed Data Structure for Synchronized

Communication

In our implementation, serial steps at the beginning of

the algorithm involve (a) reading a mesh and its vertex
partition (after another algorithm is used to partition

the mesh), (b) determining the inter-process commu-

nication network and the corresponding edge coloring,
(c) determining the vertices whose gradients must be

communicated, (d) constructing a data structure that

facilitates a deadlock-free synchronized communication,

and (e) distributing the data structure to all the pro-
cesses. Steps (a), (b), (c), and (e) are all straightforward

to implement. Below, we discuss the construction of a

data structure that is used to determine the vertex gra-
dients which are communicated to other processes and

the order of the communication.

The vertex connectivity information is used to de-

termine the list of vertices whose gradients must be

communicated to other processes. For each process, a

separate array with the indices of the vertices is used
to denote the list. Similarly, vertices whose gradient has

to be obtained from other processes is also listed using

separate arrays for each process. Based on the edge col-
oring, an ordered list of processes is determined for each

process. For a particular process, the gradient commu-

tation should take place with other processes in that
order. Since the edge coloring determines the priority

of the edge communication, a local list of processes for

each process that respects the same priority does not

result in a deadlock. The serial steps of the algorithm
are described in Algorithm 2 below.

2.5 MPI-Based Parallel Implementation

Our detailed parallel mesh optimization algorithm based

on the discussion above is presented in Algorithm 3. Ev-

ery process executes the algorithm until convergence.
We have used message passing interface (MPI) con-

structs in our C++ implementation of the parallel al-

gorithm. Specifically, we used MPI Allreduce() for our
reduction operations and MPI Send() and MPI Recv()

for the gradient communication. In Algorithm 3,“use

reduction” is specified in parentheses for those steps

for which the reduction operation is necessary. In the
pseudocode, lines 1 to 4 obtain the data from the root

process. Lines 5 to 11 and lines 15 to 23 are identical to

the serial algorithm except for the use of the reduction



6

Algorithm 2 The serial steps in the parallel implementation of

the log-barrier method.

1: read the mesh vertex and element information

2: read the vertex partitioning information (obtained from
Metis, for instance)

3: distribute each partition (including ghost vertices) in separate
arrays for each process

4: find the network of communicating processes and color the
graph edges

5: for all partition i do

6: find the list of vertices whose gradient have to be commu-

nicated to/from partition j

7: store the list in listToj and listFromj , respectively
8: store the edge color-based order of the processes with

which partition i communicates in my order
9: send the information above to process i (lines 1-4 in Algo-

rithm 3)
10: end for

11: proceed to Algorithm 3 for the parallel mesh untangling and
quality improvement algorithm.

operator whenever necessary. In lines 12 to 15, the com-

puted gradient in the previous steps is communicated
to neighboring processes in an orderly manner. All the

steps are executed in parallel by all the processes.

3 Numerical Experiments

In this section, we describe the experimental setup and
report on the strong and weak scaling efficiency of our

algorithm. We compare the strong and weak scaling ef-

ficiency to that of Mesquite’s [6] implementation of a
parallel, MPI-based local mesh quality improvement al-

gorithm. Mesquite’s implementation is based on Freitag

et al.’s algorithm [21]. Both the log-barrier method and
the local mesh quality improvement method compute

the gradient of the objective function with respect to a

position of the vertices and carry out a line search to

optimize an objective function. Although, our objective
function is designed to untangle meshes, the types of

computations being performed in both algorithms are

identical. Thus, the comparison of the strong and weak
scaling efficiency of the two algorithms is appropriate.

3.1 Setting Up of the Experiments

We implemented our parallel algorithm in C++ using

MPI constructs. The same mesh and mesh partitioning
were used by both the local mesh quality improvement

technique and by our global log-barrier technique.

The algorithm used in Mesquite has been developed
for local smoothing, i.e., one vertex is optimized at a

time. Thus, a vertex coloring algorithm is used to de-

termine an independent set of vertices to be moved in

Algorithm 3 A parallel log-barrier method for mesh untangling

and quality improvement.

1: obtain the list of vertices and elements (for this line and the
lines below, from Algorithm 2)

2: obtain the list of vertices, listToi, whose gradients should be
communicated to process i

3: obtain the list of vertices, listFromi, whose gradients should

be obtained from process i

4: obtain the order of the list of processes, my order, with which
my process communicates

5: start the iterations with a vector of vertex locations x.

6: while the quality of mesh is not satisfactory do

7: for all vertices in the mesh in my process do

8: if vertex i can be moved and it belongs to my process

then

9: compute the gradient and the descent vector
10: end if

11: end for

12: for all the processes with which my process is communi-
cating do

13: j = first/next process in my order
14: send and receive gradients for vertices in listToj and

listFromj , respectively
15: end for

{carry out a line search as described below:}

16: while the log-barrier objective function F (µ, t) is not max-
imized, i.e., the gradient has not vanished do

17: move all vertices along its descent direction by a dis-
tance proportional to the magnitude of the descent vec-

tor
18: compute the objective function value (use reduction)

19: adaptively increase or decrease the distance based on

the objective function value
20: end while

21: update the µ and t in the log-barrier objective function

such that
∂F (µ,t)

∂t
≈ 0 (use reduction)

22: end while

parallel. Also the new positions of vertices are com-
municated to all processes through the main process.

Thus, the communication is a serial process, i.e., ev-

ery process communicates the information to the main

process, and the main process sends the information
to all the other processes that need the information.

Our parallel algorithm is developed for global smooth-

ing, i.e., all the vertices are moved together. We use
an edge coloring algorithm to identify an independent

set of communicating processes. In every iteration, the

gradient of vertex positions with respect to each axis is
communicated to the neighboring partitions. This com-

munication happens in parallel.

3.1.1 Generation and Partitioning of Meshes.

We generated meshes containing 371,013 nodes and 1,8-

67,366 elements on the support domain and 1,515,275
nodes and 8,911,929 elements on the flange domain

(Fig. 1). Both domains were obtained from Inria’s sur-

face mesh database [16] for mechanical objects. Tet-
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gen [51] was used to generate the meshes, and Metis [28]

was used to partition them. The objective of the Metis
partitioner was to lower the number of edge cuts as well

as to lower the maximum degree of partition connectiv-

ity so that the number of MPI send and receive oper-
ations employed in every iteration is minimized. Metis

ensures that the partitioning is well balanced, i.e., the

number of vertices assigned to each partition does not
vary by more than 3% between any two partitions.

3.1.2 Parallel Architecture.

An Intel Xeon CPU E-7-4870 cluster was used to ex-

ecute our algorithm on the meshes above for a fixed

number of iterations. The cluster contains 80 cores each
with a clock speed of 2.40GHz and 750 GB of RAM, and

it runs the OpenSUSE 12.2 (x86 64) operating system.

GCC 4.7 and OpenMPI 2.0 were used to compile our

code. Note that Mesquite [6] also uses the same com-
pilers.

(a) support domain

(b) flange domain

Fig. 1: The two domains on which we constructed large

meshes in order to examine the strong and weak scaling
efficiency of our parallel algorithm. The domains were

obtained from the Inria database [16].

3.2 Results

For our experiments, we report the time taken to exe-

cute the code excluding the time taken for input/output

operations and the time taken to distribute the mesh
among the processes. There are three main parts of the

code which contribute to the running time: (a) read-

ing the mesh, (b) distributing the mesh partitions, and

(c) running the parallel algorithm. We denote the time
taken for (a) and (b) as initialization time. For a single-

process execution, the time taken for (b) is not appli-

cable.

We carried out numerical experiments for both mes-

hes on 1, 2, 4, 8, 16, 32, and 64 cores. For the sup-
port mesh, we carried out 40 iterations of mesh qual-

ity improvement, and for the flange mesh, we carried

out 10 iterations of mesh optimization. The number
of iterations were chosen so that sufficient computa-

tion cycles were present in the execution to eliminate

the effect of other factors that may affect the running
time of the code. In addition, convergence was obtained

for this many iterations. Note that the effectiveness of

our algorithm has been discussed in detail in our pre-

vious two papers [47, 48]. In particular, we proved that
our mesh optimization algorithm satisfies the Karush-

Kuhn-Tucker (i.e., KKT) conditions for constrained op-

timization and hence converges to a stationary point [47,
48]. Our optimization method explicitly checks to be

sure that it moves the mesh vertices in a direction of as-

cent (i.e., in order to maximize the objective function).
In addition, our mesh quality improvement technique

can be used with any smoothly-varying mesh quality

metric [47, 48]. Our mesh untangling technique can be

used with any smoothly-varying metric for which the
gradient of the objective function points towards the

ideal element and the magnitude of the gradient is pro-

portional to the distance from the ideal element [47].
Thus, we will focus mainly on the strong scaling effi-

ciency of our parallel algorithm in this paper. We define

the strong scaling efficiency of our algorithm as follows:

T1

(p× Tp)
× 100%,

where p is the number of processes, Tp is the time taken
to complete the execution of code for p processes, and

T1 is the time taken by a single process to complete the

execution of the code.

A weak scaling efficiency analysis is useful when the

number of floating point operations for an algorithm

has a direct correlation with the size of the problem.

For our problem, the number of floating point opera-
tions is not directly related to the size of the problem.

Specifically, during the line search to determine the step

length by which the vertices must be moved, it is not
possible to determine the number of required function

evaluations in advance. The number of function evalu-

ations depends on the problem itself in addition to its
size. For mesh quality improvement, in order to carry

out a reasonable weak scaling efficiency analysis, the

number of function evaluations during the line search

has to be kept constant. We carry out weak scaling
efficiency tests in our paper and briefly describe the re-

sults at the end of this section; however, weak scaling

efficiency is not the main focus of this paper. We define
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the weak scaling efficiency of our algorithm as follows:

T1

Tp
× 100%,

where Tp is the time taken to complete the execution

of code for p processes and T1 is the time taken by a
single process to complete the execution of the code.

Note that the problem size should be proportional to

the number of processes in order to compute the weak

scaling efficiency.

To examine the strong scaling efficiency of our algo-
rithm, we compare it against that of the parallel local

mesh quality improvement algorithm [21] implemented

in Mesquite [6]. The quality versus iteration plot of
this experiment is provided in Fig. 2. We can see that

the mesh quality has converged. The strong scaling effi-

ciency results of the experiments are provided in Fig. 3.

In Fig. 3(a), the timing results for the support mesh are
shown for all the parallel executions. The objective was

to improve the root-mean-square quality of the mesh

elements. The mesh quality was improved from 0.49 to
0.64, where the quality was normalized to be 1 for an

equilateral element and 0 for a degenerate element. For

a single-core execution, the time taken was 23 minutes
and 48 seconds. The strong scaling efficiency is close to

100% until about 16 cores, but soon drops off to 50% for

32 and 64 cores. This is probably due to the serialized

communication technique used in their implementation.
For the flange mesh, the results are shown in Fig. 3(b).

The results follow the same trend. The time taken for a

single-core execution in this case is 30 minutes and 47
seconds, and the root-mean-square mesh quality was

improved from 0.33 to 0.61. Note that Mesquite ex-

pects the input mesh is already partitioned and split
into several files that each process independently reads.

Table 1 provides the time taken by all the processes

to read the file containing its own partition. The time

mostly reduces with the increase in number of parti-

tions because the mesh has already been partitioned,
and the connectivity and neighborhood information is

provided as part of the input. Thus, each process has

to read smaller files with the increase in the number of
partitions. Fig. 6 provides the time taken by both local

and global techniques for support and flange meshes.

The figures excludes the initialization and file I/O time,
and the data from the table has been used in Fig. 3 and

Fig. 5.

For the log-barrier mesh quality improvement and

untangling method, we first randomly perturbed the

boundary nodes of the mesh by a small amount so that
some of the mesh elements were inverted. Our algorithm

was then used to untangle the resulting mesh. The worst

element quality versus iteration plots are provided in
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(b) flange mesh

Fig. 2: The average quality vs. number of iterations

plot of the parallel local mesh quality improvement al-

gorithm in [20].

Fig. 4. The initial worst element quality is negative be-

cause the mesh is inverted. The hybrid quality metric

assumes the signed volume of the element as the qual-

ity of the element. As soon as the mesh is untangled,
the shape-based aspect ratio is assume to be the quality

of the element. Hence, there appears a discontinuity in

the plot. The worst element quality of the mesh con-
verges, but other poor quality elements in the mesh are

still being improved during those iterations. The strong

scaling efficiency results for our experiments for the log-
barrier method are provided in Fig. 5. In Fig. 5(a), the

timing results for the support mesh are shown for all

the parallel executions. It took 25 iterations to success-

fully untangle the mesh. Forty iterations were carried
out in total for the purpose of evaluation of our code.

For a single-core execution, the time taken was 24 min-

utes and 46 seconds. The strong scaling efficiency for
the parallel executions is very close to 100% until eight

cores. The strong scaling efficiency starts to slowly drop

after eight cores to about 60% for 64 cores.

The strong scaling efficiency results for the flange
mesh are provided in Fig. 5(b). It took six iterations for

our algorithm to successfully untangle the mesh. Ten it-

erations of untangling and mesh quality improvement

were carried out in this experiment for the purpose of
evaluation. This is a larger mesh, and better strong scal-

ing efficiency is observed. This is because the volume of

gradient communication is proportional to the number
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Fig. 3: The strong scaling efficiency of the parallel local

mesh quality improvement algorithm in [20] for the two

meshes for 1 to 64 processes.

of mesh vertices that border two partitions. Typically,

it grows slower than the total number of mesh vertices.
For this case, a single-core execution took 42 minutes

and 58 seconds. For two, four, eight, and sixteen cores,

the strong scaling efficiency is greater than 100%. This
is due to availability of additional resources, such as

the cache memory space, with the greater number of

cores. As the number of partitions increases, the parti-
tion size gets smaller. Therefore, it is more likely that

the partition fits in the cache memory. As a result, the

memory access time reduces, and sometimes, the strong

scaling efficiency is greater than 100%. For more cores,
the strong scaling efficiency drops gradually to about

80% for 64 cores. Thus, for larger problems, the strong

scaling efficiency is better for a large number of cores.

Table 1 provides the initialization time that includes

the time taken to read the file containing the entire
mesh, the time taken to read the file containing the

vertex partitioning information, the time taken to dis-

tribute the mesh among all the processes, and the time
taken to construct the data structure that facilitates

the synchronized unstructured communication. For a

single-process execution, only the time taken to read

the mesh is applicable. Since this is a single-process ex-
ecution, the time taken to read the entire mesh is the

same for any number processes used to execute the al-

gorithm.

As opposed to the local vertex movement case, the

time taken increases with the number of partitions be-
cause the mesh has to be divided among the processes,

and the connectivity and neighborhood information has

to be explicitely evaluated. In fact, we use the same
code to partition a mesh and write the partitioned mesh

files for Mesquite’s parallel local smoothing algorithm.

Therefore, the timing results provided in Table 1 must
be interpreted accordingly. For the local vertex move-

ment case, the timing results are for cases where the

mesh is already partitioned, and for the global vertex

movement case, the timing results are for a case where
the mesh is partitioned from a single file and then dis-

tributed among various processes. Note that we had

partitioned the mesh separately using Metis [28] and
stored the results in a separate file. We use the sepa-

rate file in our implementation to distribute the mesh

among the processes. The timing for Metis is not in-
cluded because Mesquite does not include it. Both lo-

cal and global mesh quality improvement algorithms

can use either form of input described above.

As the number of mesh partitions increase, the vol-

ume of gradient communication increases, as there are

more vertices on the partition boundary. The number of
neighboring partitions for a given partition is likely to

stabilize to a constant value as the number of partitions

increases. As a result, the effect of network latency is
likely to become constant as the number of partitions

increase. Since the volume of data to be communicated

increases, the strong scaling efficiency of our parallel al-

gorithm drops with the increase in number of processes
used for the execution. Table 2 provides the number of

vertices whose gradients were communicated to neigh-

boring partitions when the meshes were divided into
various number of submeshes. It can be clearly seen

that the number of vertices increases with the number

of partitions.

We also carried out a set of numerical experiments

for examining the weak scaling efficiency of our algo-

rithm. We generated meshes on the Flange domain of
various sizes that were proportional to the number of

processors on which the mesh quality improvement al-

gorithm was executed. Table 3 provides the mesh sizes
and the number of processors used to improve their

quality. We executed our global mesh quality improve-

ment and untangling algorithm for 25 iterations. The
table also provides the results for our experiments. Ide-

ally, the time for execution should remain a constant

as the number of processors increases proportionally to

the size of the mesh. In our experiment, the time for ex-
ecution increases as we move from one processor to four

processors and then oscillates up to 64 processors. The

reason for the increase in the time is possibly due to ad-
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ditional communication requirements as we increase the

number of processors and the necessary synchronization
operations. Since the same problem is not being solved,

oscillation in the time taken to complete the execution

is seen in our experiments. The results are comparable
to the results reported in [20]. Since the problems we

solve are unstructured in nature, it is very difficult to

obtain a constant running time as the number of proces-
sors and the problem size are proportionally increased.

Oscillation in the reported solution times are hard to

model in unstructured problems because of factors such

as the volume of communication, load balancing, and
uncertainty in the number of floating point operations

required to solve the problem. Also, the communica-

tion latency and bandwidth between any two proces-
sors varies as a function of their physical proximity and

the network topology on the chip.
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Fig. 4: The worst element quality vs. iterations plot for

the parallel log-barrier algorithm. The number of data

points that appear very close to zero are negative qual-
ities associated with the signed volume of the inverted

elements. As soon as the mesh is untangled, the qual-

ity improves drastically, as the shape-based aspect ratio

quality is improved.

4 Conclusions and Future Work

We have proposed a parallel mesh optimization algo-

rithm based on a log barrier technique and implemented

1 2 4 8 16 32 64
0

20

40

60

80

100

Number of Processes

E
ffi

ci
en

cy
 (

in
 %

)

(a) support mesh

1 2 4 8 16 32 64
0

20

40

60

80

100

120

Number of Processes

E
ffi

ci
en

cy
 (

in
 %

)

(b) flange mesh

Fig. 5: The strong scaling efficiency of the parallel log-

barrier mesh quality improvement and untangling algo-

rithm for the two meshes for 1 to 64 processes.

in MPI and C++. As shown in [47, 48], our algorithm

satisfies the KKT conditions and converges to a station-

ary point of the objective function. Our method explic-

itly checks to see that it moves the mesh vertices in a
direction of ascent (i.e., so that the objective function

is maximized). Also, our mesh quality improvement al-

gorithm can be used with any smoothly-varying mesh
quality metric [47, 48]. Any smoothly-varying metric

for which the gradient of the objective function points

towards the ideal element and the magnitude of the
gradient is proportional to the distance from the ideal

element can be used with our mesh untangling algo-

rithm [47]. All of these properties also hold for our par-

allel mesh optimization algorithm.

In this paper, we demonstrated the effectiveness of
our global algorithm on mesh untangling and mesh qual-

ity improvement of 3D tetrahedral volume meshes. In

particular, our results demonstrate the strong scaling
efficiency of the parallel implementation of our log-barrier

mesh untangling and mesh quality improvement algo-

rithm. We have compared the strong scaling efficiency
of our algorithm with that of the parallel local mesh

quality improvement algorithm by Freitag et al. [21]

and have observed an increase in the performance. The

strong scaling efficiency of our algorithm can be mainly
attributed to the edge coloring-based synchronized par-

allel communication technique we employed which was

not present in earlier work. The algorithm in [21] relied
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Vertex Movement Domain
Number of Processes

1 2 4 8 16 32 64

Local
Support 7.75 6.46 3.81 3.17 3.46 4.48 4.83
Flange 39.23 32.53 13.80 5.81 6.13 5.60 5.90

Global
Support 2.90 6.98 7.12 6.95 7.65 12.26 15.93

Flange 14.15 34.17 35.43 30.57 32.93 44.44 56.23

Table 1: The time taken (in seconds) for the initialization steps for the mesh quality improvement algorithms. For

the local vertex movement, the mesh has already been partitioned, and each partition was written into separate
files. The table provides the time taken by all processes to read its own partition. For global vertex movement,

the root process reads the file containing the mesh and the vertex partitioning and then distributes the mesh

to other processes. The times also include the time taken for constructing the data structure that facilitates the
synchronized unstructured communication.

Domain
Number of Processes

2 4 8 16 32 64

Support 2308 5162 8818 14241 22804 34984

Flange 15395 27031 48797 74183 115888 169042

Table 2: The number of vertices for which the gradient information was transferred to neighboring partitions for

both the support and flange mesh for various number of partitions.

Mesh Size
Number of Processors Time of Execution

# of Vertices # of Elements

196,288 836,443 1 200

390,748 1,991,752 2 419
788,300 4,450,220 4 807

1,592,272 9,408,742 8 661
3,184,281 19,329,705 16 816

6,380,652 39,371,494 32 789
12,583782 78,536,484 64 738

Table 3: Results from the numerical experiment to determine the weak scaling efficiency of our algorithm. The

meshes were generated on the Flange domain. Ideally, the time taken should be constant as the size of the mesh
is proportional to the number of processors. In our experiments, we find the the time taken is around 800s when

more than four processors are used.

on a serial communication strategy where all the data
was first sent to the root node and then distributed to

the respective nodes.

We found that our parallel mesh optimization algo-

rithm achieves about 60% strong scaling efficiency for

64 processes for smaller meshes and about 80% strong
scaling efficiency for larger meshes. We also found that

the strong scaling efficiency is more then 100% for a

small number of cores for large meshes. We also found
that our algorithm has reasonable weak scaling effi-

ciency beyond four processors, i.e., the time of execu-

tion oscillates around 800 seconds when the size of mesh

is proportional to the number of processors used to ex-
ecute the algorithm. Thus, we expect that the parallel

algorithm will scale well for meshes stemming from real-

world applications that are employed in large-scale sci-

entific computation codes on machines with hundreds
of cores.

For future work, we plan to further reduce the run-
time of our parallel mesh smoothing and untangling al-

gorithms by improving the partition of the constraints

similar to the approach in [59]. We will also investigate
parallel Newton-based and primal-dual Newton-based

approaches, which may result in faster convergence. We

also plan to study other edge coloring techniques to
synchronize unstructured communication seen in sci-

entific computing applications. In order to reduce the

additional time due to network latency, vertex gradi-

ents may be communicated through intermediate pro-
cesses when the volume of communication is small. Fi-

nally, we plan to use our parallel mesh smoothing and

untangling techniques in parallel simulations involving
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Fig. 6: The time taken (in seconds) for (a) parallel lo-
cal mesh quality improvement [20] and (b) parallel log-

barrier mesh quality improvement and untangling algo-

rithms (excluding the I/O and initialization time). For
the support mesh, fourteen iteration were executed, and

for the flange mesh, ten iterations were executed. This

data was used for the bar plots in Fig. 3 and Fig. 5.

Note that the y-axis is logarithmic.

dynamic meshes arising from applications in medicine
and mechanical engineering.
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