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The Potential of Intelligent Messages in
the Automation of Office Procedures

Hossein Saiedian

University of Nebraska at Omaha

Omaha, Nebraska

One of the focuses of artificial intelligence research has been on techniques for capturing and
representing “knowledge” and “intelligence” in computer systems. In this paper, yet another application
of such knowledge and intelligence representation is discussed. The idea of representing messages as
intelligent objects which have certain processing capabilities that stem from their intelligence or the
knowledge they have captured is explored. Since office procedures are communication-intensive and
involve message passing, it would seem natural to develop an intelligent message system for automation
of office procedures. A survey of prototype systems that have contributed toward the idea of intelligent
message systems for use in office environments is given and issues surrounding the construction of such

systems are discussed.

There has been an increasing
demand for computer systems to
support routine and casual office
information processing activities.
Under the theme of office automa-
tion, considerable research work
has been done (Ellis & Nutt 1980;
Tsichritzis, 1985; Ellis & Naffah,
1987; Noble 1991) and both office
automation equipment and software
packages are emerging as commer-
cial products. Office automation in
effect consists of the integration
and support of various office pro-
cedures such as document prepara-

Abstract

tion, electronic filing, electronic
mail, administrative and decision
support, etc., by computer sys-
tems. Communication systems are
necessary to integrate and automate
office procedures. Using the cur-
rently available office support
systems and equipment, office
procedures have been gradually
automated, especially in routine
business applications; however,
they are still heavily dependent on
office workers’ manual handling of
office procedures.

Office procedures usually

require the cooperation of several
office workers who may be geo-
graphically dispersed in many
places. The office workers cooper-
ate by synchronizing their actions
through communication and ex-
change of information. Communi-
cation, thus, plays a key role in an
office. Research data by Teger
(1983) and Panko & Sprague
(1982) show that office workers,
and in particular managers and
professionals, spend the majority
of their time in office communica-
tion. To support cooperative office
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work effectively, intelligent com-
munication tools should be inte-
grated in an office support system.
Intelligent communication and
computer-based message systems,
thus, have become one of the most
important issues in current office
automation research.

The use of telecommunications
networks and distributed systems
in offices removes many con-
straints inherent in traditional
organizational communication
channels and improves many as-
pects of office work. They allow
office information/knowledge to be
passed as electronic messages, and
office work to be performed by
means of communication. Although
the technologies developed on
distributed systems are useful to
support some types of office work
(Mazer, 1987), they are insuffi-
cient to model some other types of
office work. This is partly because
communications between compo-
nents in distributed systems is
considered to be a very simple and
structured  activity (Woo &
Lochovsky, 1987):
= Each component knows exact-

ly where to get information it

needs (i.e., it knows the other
component that it can commu-
nicate with), and
= If a component does not know
the existence of another com-
ponent, they cannot communi-
cate.
Moreover, communication in the
current distributed systems is
implemented in a rather ad hoc
manner. For example, most sys-
tems treat communication just as
transmission of some piece of text
from one user to another user.

This paper discusses the devel-
opment of an intelligent communi-
cation system in which messages

are viewed as active objects. The
goal of the research is to explore
the ways to expand the capabilities
of electronic communication within
organizations and, thus, lead to
systems that better facilitate
collaborative work. This article
discusses, among other things, the
limitations of current computer-
based messages systems for office
automation, the importance of
viewing office activities as patterns
of messages passing, and the key
role of communications systems in
automating and integrating office
procedures.

Viewing Office
Procedures as Patterns
of Message Passing

Office tasks can be classified
into structured and unstructured
tasks (Woo & Lochovsky, 1986).
Structured tasks are of a routine
nature for which some prescribed
step-by-step solution exists. The
phrase office mechanization is
sometimes used to describe the
process of replacing structured
office tasks by corresponding
automated tools (Giuliano, 1982).

Unstructured office tasks must
be handled with creativity and
initiative; many times they are
characterized as group work in-
volving participation of several
office workers. Unstructured office
tasks cannot be replaced by auto-
mated tools. Office support systems
are built to improve the effective-
ness of office workers in perform-
ing unstructured tasks. These
systems, as their name implies, are
built to support rather than to
replace office workers.

To perform unstructured office
tasks, knowledge about the nature
of an office is required. As ob-

served by Woo & Lochovsky
(1986), it is not possible for each
individual in a large office such as
a bank to know how everything is
done or to have the necessary
knowledge about operations in that
office to perform his/her tasks.
Office knowledge/information is
distributed among office workers
(or other entities). Furthermore,
this knowledge is constantly and
dynamically changing. As a result,
office workers need to cooperate to
accomplish their activities. Cooper-
ation is achieved through exchange
of information and knowledge.
Exchange of information most
likely takes place within a commu-
nication system. The office knowl-
edge is, thus, disseminated by
means of a communication system
among office entities. A message is
normally referred to as a unit of
communication. Messages are
passed among office entities for a
variety of reasons, for example:
®  Office entities perform their
activities concurrently. Mes-
sages may provide a means for
office workers to synchronize
their activities if there is a
need for synchronization.
= Office entities perform their
tasks using a set of input from
some other office entities and
they may produce a set of
output which could then be
passed to other office entities.
Messages may serve as means
to represent such input or
output sets.
Messages may be interrelated. For
example, to process a message, an
office worker may have to wait for
the arrival of another message. The
delay in arrival of a given message
may cause other messages to wait.
These message dependencies are
inherited directly from the nature
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of unstructured tasks. Furthermore,
the response of an office worker to
a given message cannot be predi-
cated in advance. This implies that
further message passing has to take
place among other office entities to
achieve some objectives or to solve
a problem. Consider, for example,
the problem of locating informa-
tion. Woo & Lochovsky (1986)
observe that as the size of the
organization increases, this can
become fairly complex. Because
information flows among office
entities, it cannot be guaranteed
that some information can be found
once all locations have been visit-
ed. To locate the information, an
object is needed that takes the
responsibility of traveling, commu-
nicating, and bringing back the
required information. This requires
an active (message) object with
intelligence to make decisions
about which location to visit next.

Messages are delivered to
office entities by means of commu-
nication systems also known as
computer-based messages systems
(CBMSs). The successful comple-
tion of office tasks relies on the
effectiveness of the underlying
communication system. Naturally,
as more responsibilities are placed
on the communication system,
more efforts of office workers can
be saved with more time to con-
centrate on creative work, and
productivity should increase. Cur-
rently, communication systems in
offices are passive in that the
knowledge required for communi-
cation resides with the users. The
communication system is only
responsible to deliver messages
from one user to another. To solve
office problems by means of mes-
sage passing, however, requires
more powerful communication

systems. These concepts are dis-
cussed in the next section.

Computer-Based
Messa§e Systems
(CBMSs)

Computer-Based Message Systems
(CBMSs), also known as electronic
message or mail systems, allow
two or more individuals (or enti-
ties) to communicate electronically.
In these systems, computers serve
both to mediate the actual trans-
mission of messages between
entities involved as well as provid-
ing the users with facilities to
create, read, route, or destroy
messages. The advantages of
CBMSs can be summarized as
follows (Bruder, Moy, Mueller &
Danielson, 1981):
= Allowasynchronous communi-
cation in which the expected
recipient(s) need not be ready
at the time of message trans-
mission.
= Users are released from geo-
graphic restriction.
®»  Sender’s and receiver’s times
are optimally used.
= Reliable and speedy transport
of messages is provided.
The users of a CBMS exchange
messages for essentially two rea-
sons: to deliver information and to
collect information. In the former,
the messages are complete in
themselves while in the latter,
messages that are intended for
collecting information are followed
by some action by the recipient(s)
sometimes after the message has
been received. A CBMS is essen-
tially a distributed system. A dis-
tributed system is built on top of a
computer network. A computer
network is a collection of comput-
ers that are interconnected and can

communicate with each other.

Computer networks can be
organized in many different ways.
A well-known model of computer
network organization is the Inter-
national Organization for Standard-
ization (ISO) Reference Model for
Open Systems Interconnection
(OSI) (Black, 1991). The ISO OSI
model has seven layers where each
layer consists of a process or a
group of processes. Conceptually,
each layer communicates with the
corresponding layer on another
machine. The ISO OSI layers are
called application, presentation,
session, transport, network, data
link, and physical layers. The
application layer is at the highest
level while the physical layer is at
the lowest and is responsible for
actual transmission of data bits. A
CBMS is an example of a program
at the application layer.

A CBMS provides features
that allows a user, the sender, to
prepare a message and send it to
one or more other users, the re-
ceivers. Once the sender gives the
message to the CBMS, the CBMS
would have the responsibility for
maintaining the integrity of the
message and delivering it to the
expected recipients. Once the
message has been delivered, the
recipients will be responsible for
processing it. As observed by
Wong (1990), an aspect of CBMS
is the convenience of using a third
party carrier between the sender
and the receiver. Without the
CBMS, senders must each individ-
ually gain access to receivers’ mail
space (which is normally a private
area) to deliver a message. By
using a CBMS, senders can, how-
ever, rely on the services of the
CBMS to gain access to and place
the message in the receiver’s mail
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area. Mackay (1988) provides a
taxonomy of work functions ac-
complished in an office environ-
ment by a CBMS. These are sum-
marized by Wong (1990):

= Information Management:
Office work involves process-
ing and exchange of large
amounts of information. A
CBMS has the potential to
improve an office worker’s
abilities to receive, process
and maintain large amounts of
information and can help the
office worker in information
collection, compilation, filing
and retrieval. Useful infor-
mation from a wide variety
of sources can come in as
messages. A CBMS allows
messages to be organized
according to the factors such
as the time of arrival and the
source of the information. The
CBMS may archive some
messages for future use. Thus
a CBMS message may serve
both as a source and as a
repository of information.

s Time Management: Office
workers perform a large num-
ber of tasks each day. These
tasks may have been assigned
electronically or they may be
electronically-based  tasks.
Since many of these tasks may
be assigned electronically via
messages, the office worker
must be able to make some
assemblage as to which tasks
are more important. They can
use a CBMS as a time man-
agement tool in identifying
and prioritizing task-related
messages. A CBMS may
effectively and efficiently help
office workers to identify and
sequence important messages.
This is necessary to minimize

the amount of time spent on
performing a single task and
to ensure that a critical task is
processed on time. Further-
more, it is by far more effi-
cient (both time wise and cost
wise) to send a message or to

reply to a message using a

CBMS instead of using tradi-

tional methods such as postal

mail, telephone calls, or hand
delivery to a person on the
next floor.

= Task Management. An office
task normally requires the
cooperation of two or more
office workers. The office
workers may perform their
tasks using a set of input from
some other office entities and
they may produce a set of
output which could then be
passed to other office workers.

Messages may serve as means

to represent such input or

output sets.

Since an office is a distributed
work environment, it is more
convenient to use a message to
carry a request or some input data
to an office worker. An office
worker may send a message to
request an action from another
office worker. Thus a message can
be viewed as a unit of work and,
thus, task and subtask management
can be done with the CBMS more
efficiently.

The CBMSs have proven to be
invaluable communication tools to
computer users in various organi-
zations. They have created new
forums for exchanging information
between individuals who have
never met. Furthermore, message
systems have become an important
area of research in office auto-
mation. Since offices are commu-
nication intensive environments,

computer-based message systems
are an integral part of any office
information system. A discussion
of exploration of communication
techniques as it is relevant to office
information systems is given by
Woo & Lochovsky (1986) and
Ellis & Naffah (1987).

The Problem

Traditional computer-based
message systems are passive sys-
tems in which users have to initiate
all actions. In particular, messages
are passive entities which consist
strictly of data with no processing
power. In a typical CBMS, users
are required to know all the ex-
pected recipients of a message and
then have to explicitly specify the
message routing path and other
message management functions.
The message route would be point-
to-point, i.e., the sender of the
message specifies the most inter-
mediate destination from which the
next user must specify the next
action, if any, and so forth. If a
distributed list of recipients is
specified by the sender, a copy of
the message is sent to every mem-
ber of the list. However, every
receiver has to initiate further
actions if needed. Even though
electronic message systems are
more convenient and offer greater
flexibility and power than regular
mail systems, these systems should
comprise more than just elementa-
ry editing and transport functions
and that their real capabilities
should be fully exploited. What is
being proposed is that, unlike the
traditional mail systems in which
messages are treated as passive
entities of data with no processing
power, a facility should be incor-
porated into message systems SO
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area. Mackay (1988) provides a

taxonomy of work functions ac-

complished in an office environ-

ment by a CBMS. These are sum-
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messages. A CBMS may
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This is necessary to minimize
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more, it is by far more effi-
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wise) to send a message or to
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CBMS instead of using tradi-
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task normally requires the
cooperation of two or more
office workers. The office
workers may perform their
tasks using a set of input from
some other office entities and
they may produce a set of
output which could then be
passed to other office workers.
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Since an office is a distributed
work environment, it is more
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carry a request or some input data
to an office worker. An office
worker may send a message to
request an action from another
office worker. Thus a message can
be viewed as a unit of work and,
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can be done with the CBMS more
efficiently.

The CBMSs have proven to be
invaluable communication tools to
computer users in various organi-
zations. They have created new
forums for exchanging information
between individuals who have
never met. Furthermore, message
systems have become an important
area of research in office auto-
mation. Since offices are commu-
nication intensive environments,

computer-based message systems
are an integral part of any office
information system. A discussion
of exploration of communication
techniques as it is relevant to office
information systems is given by
Woo & Lochovsky (1986) and
Ellis & Naffah (1987).

The Problem

Traditional  computer-based
message systems are passive Sys-
tems in which users have to initiate
all actions. In particular, messages
are passive entities which consist
strictly of data with no processing
power. In a typical CBMS, users
are required to know all the ex-
pected recipients of a message and
then have to explicitly specify the
message routing path and other
message management functions.
The message route would be point-
to-point, i.e., the sender of the
message specifies the most inter-
mediate destination from which the
next user must specify the next
action, if any, and so forth. If a
distributed list of recipients is
specified by the sender, a copy of
the message is sent to every mem-
ber of the list. However, every
receiver has to initiate further
actions’ if needed. Even though
electronic message systems are
more convenient and offer greater
ﬂex1b1hty and power than regular
mail systems, these systems should
comprise more than just elementa-
ry editing and transport functions
and that their real capabilities
should be fully exploited. What is
being proposed is that, unlike the
traditional mail systems in which
messages are treated as passive
entities of data with no processing
power, a facility should be incor-
porated into message systems so
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that messages can be envisaged as

active objects with programmable

intelligence. In other words, a

framework for message systems is

suggested in which messages are

active and intelligent which, among

other things, can

®  collect responses from their
recipient,

=  make certain routing decisions
predicated in the programma-
ble intelligence,

= modify themselves at interme-
diate routes before continuing
their route,

=  have a “mission” but can learn
from their environment,

® return to originator if neces-
sary,

= augment the message sender’s
knowledge about the recipient,

® actively seek information
when necessary,

®  autonomously check for ex-
ception conditions, and

= provide additional security.

Thus, it can be argued that
active message objects are a natu-
ral mechanism for building an
advanced message management
system. The objective of this pa-
per, therefore, is to capture a
notion of an intelligent message
object that can achieve the above
goals.

The basic ideas of the pro-
posed model are in some ways
very simple, and in some ways
very complex. Many of the fea-
tures of the proposed model may
not be very difficult to prototype
individually, but perhaps they will
be hard to implement as a collec-
tion. The following sections pro-
vide some background on the
above topics, relate author research
to existing work in the literature,
elaborate on potential advantages
and significance of viewing mes-

sages as active objects, and discuss
the theoretical issues that need to
be formally addressed. In particu-
lar, speculation is provided on the
complexities of developing a for-
mal framework which is powerful
enough to capture semantic proper-
ties of local and global behavior of
active messages divorced from any
particular implementation.

Background and
Relation to Other Work

This study of “message ob-
jects” is related to the research
concepts in the area of object-
orientation. The concepts of ob-
Jects and active messages are not
new. These and related topics are
briefly reviewed in the following
sections.

Object-Orientation

Object-orientation is a trend
toward software development that
has emerged in recent years. In
this framework, a complex system
is viewed as a collection of ob-
jects. [Each object is considered
to be an autonomous and self-
contained entity that represents a
physical or abstract entity. One
main goal of object-oriented frame-
work is to maintain a direct corre-
spondence between the real-world
entities and their representations in
computer systems being developed
so that objects do not lose their
integrity and identity. The object-
oriented approach provides advanc-
es towards software engineering
concepts such as_abstraction,
modularity, reusability, rapid
prototyping, and so forth. A recent
issue of the IEEE Computer (Oc-
tober, 1992) provides several
excellent technical articles on

object orientation. Other good
references include two books, one
edited by Kim & Lochovsky
(1989) and one written by de
Champeaux, Lea & Faure (1993).

Active Objects

The earliest theoretical work to
characterize the behavior of active
objects was the actor model. In
this model, “actors” and “events”
are the fundamental concepts.
Actors are referred to as computa-
tional agents while events mark the
arrival of messages at an actor.
Actors interact with each other
through one actor sending a mes-
senger (or a message) to another
actor. The key point in the actor
model is that messengers were
themselves actors or active objects.
The objective is to present a model
in which everything was an object.
However, this approach, taken to
an extreme, would lead to an
infinite regression since the only
way two actors would interact
would be by sending messengers.
But if a message itself is an actor,
then one must send it a message,
and so on. Agha (1986) provided a
formal definition of the actor
model in which messages were no
longer treated as actors but as
abstract communications. Agha
argued that if messages were
viewed as actors, formal definition
of semantics of the actor model
would become too complicated.

Active Messages

Research-To-Development-Tool
(R2D2). The earliest work in this
area belongs to Vittal (1980).
Vittal described an experimental
system called the Research-to-
Development-Tool (R2D2) in
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which messages are capable of
performing certain actions on their
own. In Vittal’s system, a message
is treated as a messenger by allow-
ing a simple routing specification
to be stated in a distribution list in
that message. Each active message
routes itself according to the
Circulate-Next instruction in the
list. Messages can also tailor their
interactions with a user, depending
on the responses they receive from
the user.

Conceptually, Vittal considers
an active message to be a single,
self-modifying entity and allows a
simple routing specification as part
of an ad hoc serial distribution list.
This capability is limited, allowing
a simple routing specification and
no decision criteria. Furthermore,
Vittal does not discuss issues relat-
ed to dynamic routing and prob-
lems associated with multiple
copies. The development of R2D2,
however, suggested that the capa-
bility of a message system can be
increased by allowing a message to
have a continuous motion, moving
from receiver to receiver.

Imail. In the Imail system of

John Hogg (1985), a message is
allowed to interact with its recipi-
ent, and on the basis of the re-
sponses that it collects, the mes-
sage decides whether to route to
further recipients or to terminate.
Imail messages are programs and
Imail commands are embedded into
the messages called Imessages.
Each Imessage consists of a list of
questions in its script. The
Imessage script is translated into
UNIX C shell programs. It is the
C shell programs which are actual-
ly executed at the recipient’s site.
While the program is being execut-
ed, interaction takes place between
the  recipient and the Imessage.

During the interaction, the
Imessage collects information
which can be used later. The user
is responsible for message manage-
ment, however. For example, the
Imessage is not able to automati-
cally identify other potential recipi-
ents that are to be added to a
current recipient list as a result of
dialogue with the user. Users have
to decide which receivers have to
be added to the recipient list.

Since an Imessage is a pro-
gram, a user receiving the message
has to run the Imessage program to
initiate its execution. Once the
Imessage has been executed (or
asked to run), it begins its interac-
tion. Furthermore, the users are
required to supply the information
asked by the Imessage program for
the Imessage to continue its opera-
tion. These imply that user’s in-
volvement is crucial, otherwise the
system cannot guarantee that infor-
mation delivery and information
collection can be done in a timely
manner. Thus, the Imail system
also places the responsibility of
message management on the user
although its Imessages can make
certain routing decisions.

A similar system has been
proposed by Wong (1990) in which
messages are called Amessages. In
the Amessage model, a static rule-
based framework is incorporated
into messages. that allows a mes-
sage to determine the routing
which it has to undergo. The time-
dependent constraints in this model
are specified and verified via a
variation of temporal logic lan-
guage.

Message Management Systems.
Message management systems
typically include a database to
organize the messages and a set of
message management rules. The

message management rules repre-
sent the receiver’s desire of what
to do with an incoming message.
The message management rules
can be applied to an incoming
message and appropriate action can
be performed automatically. A
good example of such a system is
the MMS system (Mazer &
Lochovsky, 1984). The MMS
system is conceptually an integra-
tion between a database system and
an electronic mail system and
supports logical routing specifica-
tions where the routing of a form
or a document through the system
is based on conditional rather than
predefined routing. The main
feature of this system is the ability
to either specify routes for a mes-
sage or to use embedded knowl-
edge of the state of the message
contents and system conditions to
make decisions on the correct
route.

The logical routing model of
MMS does not view messages as
objects with capabilities mentioned
earlier, but allows a “logical rout-
ing” in which the system assumes
responsibility for evaluating the
current message instance state to
yield the next destination, thus
freeing the user from the need to
direct each instance of a message.
However, the system is designed
using a single message to solve the
problem at hand and this MMS
lacks facilities to handle interacting
messages.

Several other message manage-
ment systems have been developed.
These include a Knowledge-based
Message Management System
(Chang & Leung, 1987) and the
Information Lens (Malone, Grant
& Turbak, 1986). The system
developed by Chang & Leung
(1987) is an extension of the MMS
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that includes a knowledge-base and
a filtering system. The messages
are grouped into immediate, gener-
al, and junk messages. This group-
ing is based on things such as
message length, traffic constraints,
etc. Before a message leaves the
sender’s station, the filtering sys-
tem deletes junk messages. Imme-
diate messages are delivered in full
to the destination.

General messages are truncat-
ed appropriately and then trans-
mitted as alert messages. The
knowledge base contains the alert
rules. The alerting rules have the
form IF CONDITION THEN
ACTION. If the condition is satis-
fied, the corresponding alert rule
will be triggered and the action
will be executed. The actions
include filing, mailing, and data-
base retrieval. The main objective
of this system is to control junk
mail from flooding office workers.

The Information Lens
(Malone, et al., 1986) is a proto-
type mail system which is similar
to the above system, i.e., it helps
office users in filtering and orga-
nizing electronic mail messages.
Users can develop their own sets
of IF-THEN rules, and the Lens
system processes incoming messag-
es according to these rules. The
rules can perform operations such
as moving a message to an appro-
priate folder or to identify charac-
teristics of “interesting messages.”

Discussion

Some other models provide an
automatic routing facility (Shu,
1982; Tsichritzis, Rabitti, Gibbs,
Nierstrasz & Hogg, 1982). These
models allow implicit destination
specification and, thus, free the
users from explicitly specifying

each destination for each message
instance sent. Other models, e.g.,
Chang & Chang (1982), use a
database alerting technique for
office activities management and
routing destination specifications
are formed as actions in alerts.
Most of these models have
typically taken a narrow view of an
intelligent message management
system in which message routing is
typically single hop, i.e., from the
sender to the most immediate
destination and each user must
explicitly interact with each mes-
sage as it flows around the system
or else the routing decisions are
static. Furthermore, none of the
above models have fully investigat-
ed the concept of messages as
objects in which messages would
have similar capability and power
of objects in object-based systems.

Significance of Viewing
essages as Objects

A message object is essentially
an abstract data type with in-
structions to route and process a
message with user interactions
embedded in the message object’s
script (i.e., the executable part of
a message). As a result, a message
object can take a role analogous to
a processor executing instructions
of a program and, thus, it can
directly execute the actions which
are needed to perform the task
assigned to it by its originator. For
example, when a message object
arrives at a given station, it can
execute the code associated with
that recipient station. The actions
may also have time-dependent
constraints; for example, if there is
a specific time difference between
the creation time of the message
and the current time, the message

object would terminate its mission
and archive itself in the origina-
tor’s station. Also, since a message
object may have routing informa-
tion in itself, it can deliver itself to
a next station if the current station
doesn’t interact with it after some
period of time. This approach
would also provide a better user
interface since the users are re-
leased from the burden of provid-
ing details for routing procedures.
Since messages are objects, they
will have an “identity.” Thus, one
can communicate with them. This
implies two added features. First,
if a user has sent a message but
does not wish the message to be
seen by the intended recipient, the
user can send another message to’
the first message asking it to de-
stroy itself or to return (provided
the receiver has not received the
message yet). Second, two mes-
sage objects may communicate
with each other. This feature al-
lows cooperative work among
messages that are part of the same
activity.

To provide a more flexible
user interface, a message object
may have a number of state vari-
ables (fields) similar to the ones
proposed by Gehani (1982) and
Tsichritzis et al. (1982). For exam-
ple,
= personalized fields which are

automatically filled from the

sender’s profiles and system
variables, (e.g., name, station
number, date),

®  required fields which must be
entered by the sender when
creating a message object,

®  unchangeable fields which
consist of optional data but
cannot be changed once en-
tered,

®  yunrestricted fields which
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include optional data and can
be modified at any time and
by any user,

®  virtual fields which are auto-
matically computed by the
system according to some
computations rules or pre-
conditions specified in the
message object’s script,

" ordered fields which can only
be filled by the users after
some other fields have been
filled,

= key field which is for system
identification purposes and is
generated by the system when
a message object is created
and may not be modified by
the users,

® Jock fields, which, if filled,
result in certain other fields
being protected from modifica-
tion,

®  jnvisible fields which are
invisible to users who do not
have access rights to
read/modify a message body,
etc.

The need for some or all of the

above fields can easily be justified.

For example, the invisible fields

essentially enforce the access

rights specifying users authorized
to access, create, destroy, copy, or
modify certain message objects.

The access rights might be at field

level (e.g, certain users may not

modify a specific field on a mes-
sage object) or at the entire mes-
sage class level (e.g., certain users
may not create certain message
objects). Current research focuses
on the problems discussed earlier
with the belief that new results are
obtainable in each of the areas.

The most difficult problem will be

the development of a formal model

of computation which considers
messages as objects. The theory

developed would enable messages
to be considered as “first class”
objects with respect to computa-
tions and, thereby, endow them
with the power that messages in
human communication possess.
Thus, messages can be assigned to
other variables, can be passed as
parameters for a computation, and
can be the result of a computation.
These capabilities enable the notion
of higher order messages. _
Practically, the significant
aspect of the research would be the
development of a secure and active
message system, which could form
the nucleus around which many of
the office automation products
would be developed. This research
could spawn a significant number
of software products for the office
of tomorrow. The proposed mes-
sage system takes security one step
higher in the sense that not only
does it prevent unauthorized ac-
cess, but also hides the very exis-
tence of the message. This can also
lead to some results in the area of
public key cryptography where the
problem is to exchange some vital

_information over a public access

network.
A Computational Model

The message system consists
of one or more sites. Each site has
computational facilities and, in
addition, facilities to communicate
with the other sites. One of the
computational facilities at each site
is the mail manager. The mail
manager is the interface between
the users at the same site or at
other sites. The mail manager
provides the user at a site facilities
to send and receive mail. Each
mail message is a 2-tuple consist-
ing of both the data sent by the

sender and the mechanisms (or
operations) to interpret the data. In
other words, each mail can be
viewed as an instance of an ab-
stract data type containing data and
operators for this data. To send a
mail message, the user sends the
mail data and mail operators ap-
propriately encapsulated to the
mail manager with the name(s) of
the intended recipient(s). The mail
manager uses the communication
facilities to transport this mail, if
required. At the receiving site, the
mail manager receives a mail
message from its communication
facility. The mail manager then
informs the recipient of the arrival
of a mail message. When the
recipient desires to read mail, this
request to the mail manager is
passed to the received mail by the
mail manager. The received mail
then interprets the recipient request
as an operator and processes this
request using the mechanism sup-
plied by the sender on the data
supplied by the sender. The results
of the processing are then sent to
the recipient (either directly or
through the mail manager). Since
reading of the mail initiates a
computation (coded as part of the
mail), further computations may be
generated with or without the
knowledge of the recipient. For
example, the sender may code as
part of the read command an ac-
tion which has the effect of send-
ing an acknowledgment of mail
having been read without the recip-
ient knowing about it or it may
explicitly solicit a response from
the recipient and send it either to
the sender or to some other recipi-
ent. As an extreme action, it may
even destroy itself (the mail) to
preserve secrecy. This model fits
equally well in either a sequential
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processing environment or a con-
current processing environment. In
the case of a sequential processing
environment the mail is reduced to
a procedure executing at a remote
site on local data (local, since the
data is sent along with the proce-
dure) under the control of the mail
manager. Although similar to
remote procedure calls (RPC) it is
not the same as RPC. In a sequen-
tial processing environment, the
mail manager has to act as the
intermediary between the recipient
and the sender’s mail. In a concur-
rent processing environment, the
mail message can set itself up as a
separate process on arrival at the
remote site and start communicat-
ing with the mail manager. Simi-
larly, each user’s interaction with
the mail system can set up a new
process. In this case, the mail
manager only acts as a liaison
between the two processes (the
user process and the process corre-
sponding to the received mail) and
its job is done once the two pro-
cesses are informed about each
other’s existence.

This proposed model differs
from the traditional mail system
model in two ways. Traditional
mail systems consider mail to be a
sequence of characters, whereas,
the model considers a mail item to
be a computational entity. Second-
ly, in the traditional mail systems,
the sender’s mail becomes recipient
property (or data) after it is re-
ceived by the recipient. In the
model proposed here, the mail
message retains its identity on
arrival at the receiver’s location
and remains a distinct computation-
al entity. (One can, however,
simulate the behavior of the tradi-
tional mail system by coding this
action as part of the mail.)

There are quite a few ques-
tions to be answered with respect
to the model. The foremost ques-
tion concerns a formal model for
the message system. One approach
is to consider the mail as an object
and then extend the actor model
(Agha, 1986). The model de-
scribed by Agha does not include
messages as objects.

The other questions relate to
implementations of the message
system. In the case where the
mail system is distributed over a
geographic area, the underlying
computational  environment  is
necessarily loosely coupled. In this
case, the computational resources
at the different sites may be homo-
geneous or non-homogeneous. If
the computational resources at the
different sites are homogeneous,
then it is possible to send the
operations part of the mail in the
executable format. However, this
raises a problem with respect to
the communication of the mail
message. The problem is related to
the fact that part of the mail is
binary (the operations) and part of
the mail is text (the data). In a
heterogeneous system one has to
decide on a methodology to allow
operations to execute at a remote
site running under a different
computational environment. One
approach consists of defining a set
of primitives which are supported
by the mail managers at all the
sites and then coding the opera-
tions via these primitives (similar
to the file transfer protocol primi-
tives). This raises further issues,
namely, the constitution of an
adequate set of primitives and
mechanisms to write user opera-
tions using these primitives. De-
pending on the size of the set of
primitives, one could either en-

hance the mail manager to provide
a user interface which would con-
vert user actions into primitives or,
in the case of a large set of primi-
tives, one may need to think in
terms of defining a new program-
ming language catering to mail-
oriented applications.

Conclusions

The study of “message ob-
jects” can be viewed as analogous
to the study of object-oriented
programming  languages. The
intention, however, is to provide
an intelligent way of representing
messages and communications for
office automation purposes. The
notion of “active” and “intelligent”
message objects was proposed.
Messages are active and intelligent
because of the capabilities with
which the messages are endowed
and because of the way the mes-
sages interact with the users. This
approach opens new possibilities
for implementing office procedures
and suggests that delegation of
responsibility can be performed in
more distributed and natural ways.

It is necessary to understand
the properties of a formal model
for representing messages as ab-
jects before an advanced communi-
cation management system can be
built with all the features discussed
in this paper. Message objects can
be used as an intelligent way or as
a framework for an advanced
communication system. Issues such
as formal definition of semantics,
completeness of the system, etc.,
need to be fully investigated so
confidence in such a communica-
tion system will increase.

A main challenge is the formal
semantics definition of the intelli-
gent objects in the proposed
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CBMS. The main goal of a seman-
tic model in this context would be
to capture natural structure, and
describe the properties and plausi-
ble restrictions in a communication
system that are physically realiz-
able. A semantic model would
formally and mathematically docu-
ment the structure of the message
system at varying levels of detail,
would aid users in interpretation of
the system, and would allow
proposed advance message system
to be specified, developed, and
verified in a systematic rather than
ad hoc manner.

A number of formal models,
most notably the actor formalism
as defined by Agha (1986), are
being currently investigated as the
semantic model for the proposed
message management system. The
actor model not only captures the
abstract power of the object-
orientation but provides as well a
mathematically precise abstract
machine for analysis of
asynchronous and concurrent com-
putations based on message pass-
ing. The actor model has been
used for modelling office entities
(Saiedian, 1991) and for the speci-
fication of office tasks (Saiedian,
Farhat & Zand, 1992).
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