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ABSTRACT

Context: The internal composition of a work team is an important antecedent of team performance and the criteria used to select team members play an important role in determining team composition. However, there are only a handful of empirical studies about the use of team building criteria in the software industry.

Objective: The goal of this article is to identify criteria used in industrial practice to select members of a software project team, and to look for relationships between the use of these criteria and project success. In addition, we expect to contribute with findings about the use of replication in empirical studies involving human factors in software engineering.

Method: Our research was based on an iterative mix-method, replication strategy. In the first iteration, we used qualitative research to identify team-building criteria interviewing software project managers from industry. Then, we performed a cross-sectional survey to assess the correlations of the use of these criteria and project success. In the second iteration, we used the results of a systematic mapping study to complement the set of team building criteria. Finally, we performed a replication of the survey research with variations to verify and improve the results.

Results: Our results showed that the consistent use team building criteria correlated significantly with project success, and the criteria related to human factors, such as personality and behavior, presented the strongest correlations. The results of the replication did not reproduce the results of the original survey with respect to the correlations between criteria and success goals. Nevertheless, the variations in the design and the difference in the sample of projects allowed us to conclude that the two results were compatible, increasing our confidence on the existence of the correlations.

Conclusion: Our findings indicated that carefully selecting team member for software teams is likely to positively influence the projects in which these teams participate. Besides, it seems that the type of development method used can moderate (increase or decrease) this influence. In addition, our study showed that the choice of sampling technique is not straightforward given the many interacting factors affecting this type of investigation.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

The last decades have witnessed a growing emphasis on teamwork in organizations [45] and, consequently, a growing interest in understanding team effectiveness [44]. This has stimulated researchers to study teamwork in a variety of sectors [22,44,58] and to propose several theories and models to explain and predict team effectiveness [78]. In most of these models, team composition has been postulated as a multidimensional factor that affects team performance, mainly through its effect on several team processes [21,47,78]. However, there is neither a consensus about which dimensions should be used to define composition nor how specific compositions affect team process and, ultimately, the different dimensions of team effectiveness [78]. Nevertheless, researchers agree that team composition is built from the combination of individual team member characteristics and the role these individuals play in the team [62]. Therefore, the process of building a work team starts with the identification of individuals with the characteristics needed to create the desired composition in a given context [72].

The goal of this study is twofold. First, to identify the criteria used by project managers and team leaders to select software engineers when building a software project team in industrial practice. Second, to investigate the relationships of the level of formalization in the use of selection criteria and several dimensions of team effectiveness. In this study, we focused on “the individual in the team”, in the sense discussed by Stevens and Campion: “at the individual
team member level of analysis, as opposed to the group or organizational levels” [75]. That is, our focus was on how to select individuals to be part of teams and not, for instance, on how to configure some optimal combination of individuals within a team. In other words, we are neither addressing the problem of how to apply the selection criteria to create combinations of individuals that would characterize specific team compositions nor investigating the relationship of team composition with team process and effectiveness, as performed for instance by Acuña et al. [4]. Besides, the investigation of role allocation, role and personal diversity and balance [12,15], the matching of task characteristics and team composition, and related issues are also not in the scope of this study. We chose this approach because to effectively study team composition we need first to understand the individual characteristics that are considered in practice. In fact, the team building criteria identified in our investigation provide a starting point for future investigations in how specific uses and combinations of criteria can lead to specific compositions of teams that would enhance effectiveness in different context. We believe that further work is needed to identify adequate matching between team composition and types of tasks in software development, towards the construction of models of team building in software engineering. Our study is one step in this direction.

To achieve our goals, we employed a mix-method [35], replication approach [16], based on two iterations, each one composed of two phases, performed over a five-year period, between 2007 and 2012, in the context of Brazilian software companies. In the first iteration, we conducted a qualitative study [63,73] to understand what team building criteria have been used by project managers and team leaders in practice. This first phase was followed by a cross-sectional survey [54] in which we investigated the correlation between the consistent use of these criteria and a multidimensional definition of project success goals. The results of this first iteration showed that the consistent use of the team building criteria correlated significantly with all dimensions used to define project success. Furthermore, criteria based on human factors, such as personality and behavior, presented the strongest correlations, while criteria related organizational factors represented the weakest correlations.

In the second iteration, we addressed some limitations found in the previous studies and extended our investigation. We performed a systematic mapping study [55,67] to verify and complement the set of team building criteria. The results of the mapping study added two new criteria and confirmed the use of four criteria from the original set. In the fourth phase, we replicated the cross-sectional survey with improved instruments and on a different organizational context. The results of the replication did not reproduce the results of the original survey with respect to the correlations between criteria and success goals. Nevertheless, the variations in the design between the two studies and the difference in the sample of projects allowed us to conclude that the two results were compatible, increasing our confidence on the existence of the correlations. Besides, we found that the type of development method (Agile or Traditional) may have a moderator effect on the correlation between the consistent use of team building criteria and the success goals of the projects.

da Silva et al. [27] presented some of the findings of the first iteration (Phase I and Phase II) and their limitations. In this article, we present an analysis and synthesis of the results of the four phases of our investigation, together with discussions about the implications for research and practice. This article extends the findings presented by da Silva et al. [27] in three important ways. First, two new team building criteria were found as the result of the mapping study developed in Phase III and used in the survey replication. Second, the replication of the survey in the forth phase motivated the discussion about the moderator effect of the development method on the relationship between the team building criteria and project outcomes. Finally, we also discussed the role and impact of variations, in particular the sampling strategy, in the development of replications of empirical studies.

Software teams have been a focus in software engineering since the early propositions of the “Chief Programmer Teams” by Baker [9] and the “Surgical Teams” of Brooks [17]. Over the last three decades, the study of human aspects in software engineering has addressed individual issues like motivation [11,36] and personality [24], as well as team aspects such as cohesion [31] and team structure and typology [30]. However, selection of individuals to build teams has only been directly addressed by a handful of studies and even fewer of them investigated selection from the perspective of the software engineer practitioner in the industrial context. Our study aims to complement the body of knowledge about selection of members to build software teams with an investigation of the industrial practice. This approach allowed us to identify organizational related criteria, such as project and client priorities, individual costs, and availability that have not been addressed in previous studies. On the other hand, it is likely that certain practices and predictors of personnel selection discussed in the scientific literature were not identified by our approach [72]. We tried to overcome this limitation by employing several forms of data triangulation, including method triangulation with a mapping study, and consider that the set of team building criteria identified provided a consistent starting point for future investigations.

The structure of this article is consistent with the iterative approach discussed above. We also followed the guidelines proposed by Carver [20] for reporting replication studies. In Section 2, we briefly discuss some conceptual background about teamwork along with related research about software teams. In Section 3, we summarize our mix-method, iterative research strategy. In Sections 4 and 5, we describe the studies performed in the two iterations of this research. In each section, we present goals, methodology, results, and limitations of each study performed in the corresponding iteration. In Section 6, we present a discussion about the differences of the results of the two iterations together with the limitations of our investigation, and the implications of our results for research and practice. Finally, in Section 7, we summarize our findings, describe potential areas for future work, and present some conclusions.

2. Conceptual background

In this section, we briefly present research about work teams and teamwork in general (Section 2.1) and a summary of the research about software teams related to the goals of this study (Section 2.2). In Section 5.2, we present other related research as part of the results of our mapping study.

2.1. Work teams and teamwork

The growth in knowledge, abilities, and skills needed to solve the tasks that create competitive advantages in today’s organizations makes it impossible for individuals to work independently of teams [56]. The prevalence of teamwork in modern organizations has stimulated researchers to study teamwork in a variety of sectors. In the rest of this section, we characterize what constitutes a team for the purposes of our investigation, discuss what we mean by team effectiveness in this study, and provide a brief overview of concepts associated with personnel selection.

2.1.1. Characterizing what constitutes a team

It is likely that there are as many definitions of what constitutes and characterizes a team or work group in the literature as there
are authors writing about them. In fact, some authors use team and group to refer to the same concept [22], while others tend to make distinctions between them [10,51]. Although some of the discussion about what exactly constitute a team or a work group, their similarities and differences, are important both from theoretical and practical perspectives, a deeper discussion on this issue is out of the scope of this paper. The interested reader will find plenty of references in three important literature reviews performed about research on work groups [22,44,58].

Nevertheless, we must choose a definition of team to focus our investigation and to make it clear what types of groups are and are not addressed in our studies. In this case, we are interested in teams working in organizations, therefore those teams that, according to Hackman are “(1) real groups (that is, intact social systems complete with boundaries and differentiated roles among members); (2) groups that have one or more tasks to perform, resulting in discernible and potentially measurable group products; and (3) groups that operate within an organizational context” [47].

This is a very inclusive characterization that should comprise most of the types of software teams in industry, including distributed teams. Groups working on open-source software would also be included given that it is often possible to have a good characterization of an (virtual) organizational context. On the other hand, co-acting groups (e.g. individuals working under the same management but with their own individual tasks to perform without interdependencies with other individuals) are excluded because there is no common group task.

### 2.1.2. Understanding team effectiveness

In this study, we are interested in relating the use of team building criteria to the outcomes of a project as the result of the work of the project team. Therefore, it is necessary to understand what constitutes effectiveness of a work team and derive a conceptual definition of team effectiveness to be operationalized in the research.

According to Campion et al. [18], teamwork reconciles two historically contradictory approaches on the theories about the structure of work: the psychological approach that aims to increase individual’s satisfaction with the job and the engineering approach that emphasizes efficiency, effectiveness and productivity. For this reason, most researchers have emphasized that team effectiveness should be understood as a multidimensional construct [21,46,47,53]. In software development, this multidimensional characteristic of team effectiveness has been studied, in particular in the context of Agile teams [65]. Several theories and models have been proposed to understand, explain, and predict team effectiveness. Yeatts and Hyten [78] provided an overview of 10 models of team effectiveness, including their own proposition that was constructed based on empirical evidence found in several industrial case studies. However, there is little agreement about the set of criteria to measure effectiveness [37]. Hackman [47] uses team productivity, team satisfaction, and team continuity as dimensions of effectiveness. Cohen [21] proposed the use of three dimensions related to performance (cost, productivity, and quality), attitudes of the team members (satisfaction and commitment), and withdrawal behaviors (absenteeism and voluntary turnover). Yeatts and Hyten [76] used two dimensions related to customer satisfaction with productivity, quality, timeliness, and costs, and the economic viability of the team and the project.

In our research, we combined the propositions of Hackman [46–48], Hallows [50], Cohen [21], and Yeatts and Hyten [76] to achieve a definition of effectiveness that includes the dimensions of performance (cost, time, and scope) and satisfaction (team members, client or customer, and project manager). An operational definition of this multidimensional criterion of effectiveness will be used to assess the achievement of project success goals by the software teams in our empirical studies.

### 2.1.3. Conceptualizing personnel selection

Our investigation is primarily concerned about how individuals are selected by project managers or team leader to become part of software teams. The identification of the “right person for the job” is investigated in the literature about personnel selection. Personnel selection is a management discipline that aims to identify individuals to compose the workforce of an organization and is considered a central theme in the study of work behavior [43].

In general terms, the starting point of personnel selection is the identification of what individual characteristics are likely to be related to work performance. This entails the identification of what an individual does in the job and what constitutes or is valued as performance. Once we know what characteristics are needed and how performance will be assessed, we can work on the definition of methods to measure such characteristics and, then, consistently use these methods in personnel selection.

The literature on work behavior uses the term predictor to refer to unique combination of an individual characteristic (construct) and the method used for its measurement. Cognitive ability and aptitude tests, personality inventories, biodata, technical skills and job knowledge tests, interviews, etc. have been used as predictors in the research and practice of personnel selection for many years and in a wide range of industrial sectors (see Salgado et al. [72] for an overview).

In this study, we are interested in understanding which predictors have been used in practice to select individuals to build software teams. We consider selection broadly, including hiring new employees or choosing individuals that are already part of the workforce of the organization. We also want to investigate the levels of consistency and formalization of the use of these predictors and whether their consistent use is related to team effectiveness. We use the term “team building criterion” to refer to a predictor because we believe the name is easier to understand in the context of the software engineering practitioner.

### 2.2. Software teams

In software development, Weinberg [76] was one of the first authors to consider programming as an individual and social activity, i.e., developed by individuals through teamwork. The “Chief Programmer Teams” [9] and the “Surgical Teams” [17] were the first models that dealt explicitly with the structure and composition of software teams. Since then, software teams have been a focus of research by academics and practitioners [13,25]. Lettice and McCracken [57] have reported that the amount of researches related to software team doubled between 1997 and 2007. The increasing interest in management of software teams stems from its reported effects on productivity [13], product quality [59], and project failure [25].

#### 2.2.1. Software team effectiveness

Several authors, including Shneiderman [74], De Marco and Lister [32], Constantine [23], Guinan et al. [42] have investigated and described personal and social factors that can affect the effectiveness of software teams, including: the interaction between the personality of team members, role-related diversity, the effects of the work environment, organization and structure of teams, team processes such as communication, conflict and cohesion, among others. However, we have not identified models or theories of team effectiveness specific for software teams, although some studies have based their investigation on models from other areas, e.g. [4].

Alongside with the characterization of factors that can affect software team effectiveness, a body of research has been produced...
that addresses software team effectiveness from a variety of perspectives. However, consistent with our focus discussed in the introduction, comprehensive review of the literature about software team effectiveness in general is out of our scope. In the rest of this section, we briefly present a summary of the main research related to our goals.

2.2.2. Software team composition and team factors

Team composition based on role allocation has been investigated from different perspectives in software engineering. For instance, Acuña and Juristo [1] and Acuña et al. [2] proposed and tested a model of role allocation in software teams based on required capabilities for tasks of software development. Their results showed that allocating individuals to roles based on the matching of existing and required capabilities produces positive effects on the outcomes of the software development. Using a distinct conceptual framework, Rajendran [69] investigated the effectiveness of certain software team composition using Belbin's Team Role Theory [12]. The author found that the use of Belbin's Theory in the analysis of team composition allowed the characterization of positive and negative features of teams, which important implications for team management. Both studies were conducted in industrial setting with teams of professional software engineers.

Team processes have also been focus of studies about software teams. Acuña et al. [3] investigated the relationships between team climate (operationalized as participative safety, support for innovation, team vision, and task orientation) and software quality, and found that team vision and participative safety are positively related to software quality. The same research group also investigated the relationships between individual characteristics (personality), task characteristics (interdependency and autonomy), team processes (task and social conflict, and cohesion), and team effectiveness (software quality and job satisfaction) [4]. In this study, the researchers used a simplified version of McGrath's input–process–output model [61] to build the hypotheses that guided their investigation. Consistently with the job characteristics theory [46,47], they found positive relationships between task autonomy and job satisfaction. On the other hand, individual satisfaction and team cohesion decreased in teams with high levels of conflict. These two studies were conducted in academic settings with teams of students.

Team cohesion has been postulated as one of the most important factors affecting team effectiveness and, consequently, has gained the attention of researchers studying software teams [31]. However, cohesion has been topic of intense debate in organizational psychology and teamwork research [19,33,41] and several distinct conceptualizations of the construct exist. There is no common understanding of which conceptualization to use in the research about software teams and studies have used a wide range of different definitions, making it very difficult (if not impossible) to compare and integrate their results.

2.2.3. Member personality and team effectiveness

Empirical studies investigating the effect of personality diversity in the composition of software teams have produced a wide range of evidences [24]. For instance, Bradley and Herbert [14] proposed and empirically tested a model to relate personality to team effectiveness. In their model, team performance was affected by four factors: leadership, team cohesion, communication, and heterogeneity of individual characteristics. They proposed a relationship between certain personality types (according to MBTI [66]) and the factors that affected team performance, and tested their propositions on two industrial case studies. According to their findings, certain team compositions with respect to personality have a positive impact on team performance. Gorla and Lam [38] found that personality diversity between the team leader and team members related to higher performance, but that diversity among team members showed no relationship with team performance. Miller and Yin found that a team with a diversity of individual characteristics related to information processing are likely to find more defects during software inspections [64]. White [77] reported that heterogeneous teams (high personality variety) were “optimum” when solving unstructured tasks while homogeneous (low variety) teams were “optimum” when solving structured tasks. On the other hand, Peslak [68] found no relationship between personality variety and project results.

McDonalds and Edwards [60] raised some concerns with respect to the research using personality tests in software engineering. The researchers analyzed 13 empirical studies in software engineering that focused on the use of such tests, including [14,38,64] and an earlier version of [77]. Their findings showed several validity threats in their use of psychometric tests, with obvious negative impact on the reliability of these studies. Therefore, results in this area, and their application, must be analyzed with care by researchers and practitioners.

2.2.4. Individual selection for software teams

Individual selection to build software teams has been much less studied than the other team issues discussed above. In the systematic mapping study described in Section 5.1, we found only 19 studies that explicitly addressed criteria used to select individuals to compose software teams and only eight of them were empirical studies (see Appendix B for the complete list of studies). Among the empirical studies, six were conducted in industry and two were performed with teams of students in academic settings.

Technical competence and skills was the most prevalent selection criteria, addressed by 18 out of the 19 studies. Behavior was found in one theoretical and six empirical studies, being the second most prevalent criteria. The other criteria found in the mapping study were Personality, Task Preference, Availability, and Peer Indication. No organizational related criteria, such as project or client priority, were found in the mapping study.

3. Research strategy

This paper reports the results of an empirical investigation performed between 2007 and 2012. The research strategy was based on the use of multiple research methods, mixing qualitative and quantitative empirical studies, complemented by a systematic mapping study. The research approach was iterative, with two iterations, each one composed of two phases. The results of each phase were used as input and source of improvements for the subsequent phases, as explained in Section 3.3.

3.1. Research questions

Two research questions guided the development of the various studies performed in this research. The first one was an exploratory question, intended to identify criteria for selecting team members used by project managers and team leaders in industry:

RQ1. What are the criteria used by software project managers in practice to select individuals to build software teams?

The second research question was intended to understand the relationships between the level of formalization in the use of the team building criteria and the effectiveness of the team measured by the success of the project:

RQ2. How is the consistent use of team building criteria related to project success?
3.2. Research methods

A mix-method approach was used to investigate how teams were built in practice and how the criteria used to build teams were related to several outcomes of project success. Methods and techniques of qualitative research [63,73] and systematic mapping study [55,67] were used in the identification of the team building criteria used in the practice of software engineering. Cross-sectional survey research [54] was used to find the correlations between the consistent use of team building criteria and project success goals. In the case of the survey research, we performed an internal [16], non-identical [52] replication to verify and extend the results of the original study.

3.3. Research iterations and phases

Fig. 1 illustrates how the main results of each phase, in Iterations 1 and 2, were used to inform and guide the subsequent phases.

3.3.1. Iteration 1: Qualitative interviews and survey research

In Phase I, we investigated the following research question:

RQ1. What are the criteria used by software project managers in practice to select individuals to build software teams?

We used semi-structured interviews with project managers and team members from various software companies to understand which criteria were used in practice to select software engineers to build software teams. We interviewed one project manager and two team members that worked in the same project. We used the data from the manager's interview as the primary source of data and the data from the team members to triangulate the data provide by the managers. Therefore, we collected data from 16 participants, six managers and 12 team members, from six software companies. The interviews were recorded and the audio was then transcribed and the resulting text was analyzed using coding techniques, and checked for consistency and reliability using member checking and triangulation. Eight categories representing team building criteria emerged from the data analysis.

In Phase II, our goal was to find answers to the following research question:

RQ2. How is the consistent use of team building criteria related to project success?

Towards this goal, an operational definition of the variables representing the consistent use of team building criteria was created to provide the operations necessary to measure, categorize, and manipulate these variables. Complementing the operational definition, a survey questionnaire was constructed to collect data from project managers regarding their consistent or inconsistent use of the team building criteria. Using this questionnaire, a cross-sectional survey was carried out with project managers from 24 software companies located in nine Brazilian States and the data from 48 projects were analyzed using statistical methods.

da Silva et al. [27] reported some central results of Phases I and II. In that article, limitations and threats to validity were identified, that provided opportunity for further investigations. We then addressed some of these limitations in Phases III and IV, as described below.

3.3.2. Iteration 2: Systematic mapping study and replicated survey research

Consistently with our goal of improving previous results, in Phase III we readdressed the research question RQ1. In this phase, we used a systematic mapping study to find empirical and theoretical studies addressing the use of team building criteria. From a set of 19 studies, we found six team building criteria used in empirical studies in industry. Four of them have already been found in Phase I and we added the two new ones to our set of criteria to be used in the next phase.

Finally, in Phase IV we readdressed the research question RQ2. We performed a replication of the survey research of Phase II, introducing variations to improve reliability of the results and also to verify the previous findings under a different set of conditions. In this phase, we collected data from 40 projects, from 10 software companies located in the City of Recife, State or Pernambuco, Brazil.

Fig. 1. Iterations and phases of the research.
Managers actually build their teams through the use of criteria to this investigation was undertaken by looking into how project search question RQ1 (Section 3.1). Taking a constructivist stance, 4.1. Study design for Phase I: Qualitative research

The objective in this phase was to find initial answers to the research question RQ1 (Section 3.1). Taking a constructivist stance, this investigation was undertaken by looking into how project managers actually build their teams through the use of criteria to select individuals. The investigation was planned based on the guidelines presented by Seaman [73]: choice of data collection technique; construction of data collection instruments; participant selection; data collection; data analyses and synthesis. The main steps are described below.

4.1.1. Data collection technique

Seaman [73] suggests that interviewing is a suitable data collection technique to get “opinions, feelings, goals, and procedures” and the structure of the RQ1 indicates that this was the case. Therefore, we chose interviews as the primary data collection technique.

The primary source of data was defined to be the project manager and we certified, by asking the participant before scheduling the interview, that he or she was the person in charge of assembling the teams in the organization. It was found that data triangulation should be used to decrease the risk of managers answering what they wished or liked to happen instead of what actually happened in the practice of team building. Therefore, two team members working with each manager were also interviewed to provide data that could be checked against what was collected from their managers. Therefore, six project managers and 12 software engineers participated in Phase I.

4.1.2. Data collection instrument

The format of the interviews was semi-structured [63], guided by a script (interview guide presented in Appendix A). The script had 10 questions used to guide the conversation, structured in a “funnel shape”: starting from general and more open questions and gradually moving to more specific, closed ones [73]. The audio of the interviews was recorded and the interviewers also took notes to help data analysis and synthesis.

4.1.3. Participant selection

In Phase I, we selected 18 software development professionals from 6 software companies located in Recife, State of Pernambuco, to participate in the interviews. Using purposive sampling, we chose companies with different sizes (Fig. 2) to increase the variability of the context. In each company, we purposively selected managers with different professional maturity. We tried to maximize diversity of professional maturity and management styles among the participants to increase the richness and diversity of the data.

4.1.4. Data collection

In a qualitative research, the goal is to interview as much participants as necessary to achieve diversity of information and category saturation. Therefore, the number of interviewees was not defined a priori. Instead, data was collected and primary analysis was undertaken after each interview checking for category saturation. The interviews were stopped when the researchers found that enough diversity had been achieved and the answers became repetitive without new information added.

Interviews happened in the workplace of the project managers, during working hours. Each interview lasted 45 min on average. Two researchers conducted all interviews, one in the role of interviewer and the other taking notes, in the role of scribe.

4.1.5. Data analysis and synthesis

All interviews were recorded and the audio recordings were verbatim transcribed. NVivo™ 22 was used to support data analysis and synthesis. Data analysis began with open coding of the interview transcripts. Post-formed codes were constructed as the coding

---


---

Table 1

<table>
<thead>
<tr>
<th>Category</th>
<th>Annual gross revenue (US$ 1,000,000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro</td>
<td>≤600</td>
</tr>
<tr>
<td>Small</td>
<td>&gt;600 and ≤ 6,000</td>
</tr>
<tr>
<td>Medium</td>
<td>&gt;6,000 &lt; 18,000</td>
</tr>
<tr>
<td>Large</td>
<td>&gt;18,000</td>
</tr>
</tbody>
</table>

---

4.4. Research context

This research was performed in Brazil, with a research team based on the Federal University of Pernambuco (UFPE). The empirical studies in Phases I, II, and IV were performed with Brazilian software companies and Fig. 2 shows the relative distribution of participants with respect to company size. The size categories were based on 2007 version of the official classification of the Brazilian Development Bank1 (BNDES) and are described in Table 1. The systematic mapping study in Phase III was performed at UFPE, using the online library resources of the University.

There was no intersection between the companies that participated in Phases I, II, and IV. This was a deliberate strategy employed to allow variation in the sources of data used. We believe that this strategy is important to strengthen the results of empirical studies in general and, in particular, those performed in diversified industrial contexts.

4. Iteration 1: Qualitative interviews and survey research

In this section, we describe the design, results, and limitations of the studies conducted in Phase I (Section 4.1, 4.2, and 4.3) and Phase II (Section 4.4, 4.5, and 4.6) of Iteration 1.

---

4.2. Results of Phase I

4.2.1. Categories describing the team building criteria

The team building criteria emerged from coding the data resulting from the interviews with project managers and the results were triangulated with the data collected from team members, as described in the previous section, resulting in eight categories. As pointed out in [73], some quantitative data extracted after the open coding process may provide valuable information. In Table 2, we show the frequency of occurrences of the team building criteria across the participants, using only the six interviews performed with project managers. The interviews (I1 – I6) are presented in temporal order, from the first to the last.

One of the most frequently cited criteria were C1 – Technical Profile and C5 – Personality. This confirmed that the managers tend to value technical competence as one of the most important criteria in team building, and this is consistent with the technical nature of the job. Besides, all managers mentioned the use of individual personality to build teams, which is consistent with the increasing number of researches on this theme, as described by Cruz et al. [24].

Another relevant information that can be obtained from Table 2 is related to the introduction of new criterion in an interview. This is important because it indicates whether the number of interviews was enough to achieve saturation of the concepts. In this case, interview I4 was the last one that introduced a new criterion (C2 – Individual Cost) which had not appeared before. Interviews I5 and I6 did not introduce any new criteria. This information was used to guide the decision of stopping the interviews after I6. Therefore, six project managers and two team members working with each manager, in a total of 12 team members, were interviewed.

Data from the interviews with team members were used to triangulate the answers given by the project manager to increase reliability of the results. In the situations where explicit tests were applied (e.g., programming aptitude tests or personality questionnaires), team members were able to precisely define the criteria used and their information was consistent with what the managers answered. When a criterion was used informally (in the sense defined in Section 4.4.4), team members did not identify its use. In such cases, we investigated, when available, with the human resources department of the company to recheck the information. We only used data from the managers’ interviews that we could check either from the triangulation or from other sources of information. This procedure did not leave out any criterion, but excluded occurrences of some criteria from two interviews. In these cases, managers mentioned the use of behavior (I4) and productivity data (I5), but we could not find corroborating evidence from a second data source.

4.2.2. Meanings and grouping of the team building criteria

Table 3 presents the meaning of the team building criteria. The meaning of each criterion was defined using the interview data coded during the data analysis, together with formal definitions of the criterion found in the literature. The definitions from the literature were used to clarify or formalize the meanings and solve ambiguities present in the ground data. Member checking was carried out to verify whether the participants agreed with the final definition of the criteria.

We then performed a deeper analysis of the criteria, looking into specialized literature on organizational psychology [6, 7] with the objective of finding more abstract categories (Table 3). We realized that two large groups could be identified: one group related to the individual factors and another related to organizational factors. In the first group, some criteria were related to innate characteristics of the individuals (e.g., C5 – Personality) while others were technically oriented criteria (e.g., C6 – Technical Profile). In the second group, some criteria were internal to the organization (e.g., C4 – Availability) while others were external or related to strategic business issues (e.g., C8 – Customer Importance). In Section 4.5.3, we show that this conceptual structure has a very good match with a component structure that emerged using principal component analysis on the survey data related to the use of the criteria.

From the perspective of the practitioner, this grouping is relevant because it identifies those criteria that can be subject to
managerial actions and those that cannot. Innate characteristics are thought as being relatively stable and difficult to change [70], while technical aspects can be subject to improvement, e.g., through training. On the organizational level, internal criteria can be managed by the organization, while external criteria is directed by broad competitive strategies and are, consequently, more difficult to manage.

4.3. Limitations of Phase I

We adopted strategies to decrease threats to credibility (internal validity) and consistency in the qualitative phase of the research, as proposed by Merriam [63]. Our main concern was with the category saturation of the team building criteria. We compared the interviews looking for new categories and only stopped adding new participants after two interviews that did not introduced any new category. Furthermore, we prompted the participants in the survey to add new criteria that they thought were missing. No new criterion was added in that phase, increasing our confidence in the saturation. We used triangulation between the data from project managers and team members to check the veracity of the information provided by the managers. We also used member checking to verify the consistency of our data analysis and synthesis.

Despite these strategies, some limitations still remained. We collected the set of team building criteria from practitioners in the software industry in a given context and we did not check it against the scientific literature. Although this assured that the criteria were relevant to the industrial practice, it did not assure completeness. It was possible that other criteria had been researched in different contexts and were not being used in practice in the investigated context. For instance, the obtained criteria did not explicitly include issues related to collaborative values or competence in relation to the environment [5], for instance. This could mean that the participants did not consider these aspects as important, which reveals a limitation of the professionals with respect to these issues in that particular context. We tried to reduce this limitation by interviewing managers with different levels of experience and background. This limitation could also be originated from the types of questions asked in the interviews. Therefore, it would be important to extend the search for other team building criteria using other research methods (method triangulation). We performed this triangulation by adding a question in the survey instrument used in Phase II (and subsequently in Phase IV), and also by performing a systematic mapping study in Phase III.

4.4. Study design for Phase II: Survey research

The empirical research method used in Phase II was a cross sectional survey and the survey design is presented in the following subsections.

4.4.1. Goals and variables

Once the team building criteria were constructed from the practice of project managers in industry, the goal became to investigate how the use of the criteria in team building was related to project success. This is stated as the second research question RQ2 (Section 3.1). Therefore, the goal at this stage was to look for significant correlations between two variables: the use of team building criteria and project success.

The first variable was operationalized using the eight criteria constructed in the qualitative phase. Each criterion was measured in a three point ordinal scale representing the degree of formalization in the use of the criteria by the project manager to select team members, represented by: Low Formalization, Medium Formalization, and High Formalization. The precise meaning of “formalization of use” is presented in Section 4.4.4, where the survey instruments are presented.

To create an operational definition for the second variable (project success), a multidimensional measure of project success was used integrating several theoretical models of teamwork effectiveness [21,46,50,78]. From those models, we selected a set of six success goals: \( G_1 \) – Costs, \( G_2 \) – Time, \( G_3 \) – Scope, \( G_4 \) – Team Satisfaction, \( G_5 \) – Client Satisfaction, and \( G_6 \) – Project Manager Satisfaction. Each success goal was measured in a three point ordinal scale: Not Satisfied, Partially Satisfied, and Completely Satisfied.

4.4.2. Unit of analysis and sampling technique

The unit of analysis in this survey was the software development team associated with a particular software project. That is, we were interested in investigating how members of a software team were selected to work on a particular project and the results of this project. Two sampling procedures had to be performed, the first one to select the companies that would participate in the data collection and the second procedure to select the projects and teams which would be analyzed.

The software companies that participated in the survey were chosen from lists of companies provided by associations of information technology firms located in nine different cities and states of Brazil. We excluded the companies that participated in the Phase I. Invitations were sent to all companies in the lists and data...
was collect from those that chose to participate. The threats to validity related to self-selection have not been evaluated.

To select the teams and projects, each participant company was asked to select and provided information about two projects: one successful and one non successful. We used this sampling technique to obtain data from contrasting project and therefore to allow more variability in the data.

4.4.3. Participants

Information was collected from 48 projects developed by 24 Brazilian software companies, characterized in Fig. 2. The project manager or another professional (team leader, supervisor, business owner, etc.) that in the company was the person responsible for selecting professionals to build the software teams answered the survey instruments described below.

4.4.4. Instrumentation

The data collection instrument used in the survey was a self-applicable questionnaire. The respondents answered the questionnaire sent to them by e-mail after the company had agreed to participate in the study. The survey questionnaire had three parts: (1) general information about the company and the respondent, (2) level of formalization in the use of the team building criteria (hereafter referred to as the G Questionnaire), and (3) project success goals (hereafter referred to as the G Questionnaire).

Parts 2 and 3 were duplicated to allow separate answers for the successful and the unsuccessful projects. The G Questionnaire was based on the work of Haggerty [49] and on the teamwork theories discussed above. In Tables 4 and 5, we show some items of Parts 2 and 3 of the survey instrument, respectively.

At the end of Part 2, we added an open-ended question asking the participant for any other criterion he or she used for team building that were not covered in the previous questions. This was done to increase our confidence on the category saturation. Participants did not add any new criterion in Phase II.

A glossary was provided with two parts: (1) the definition of the terms used both for the team building criteria and the success goals and (2) the definition of the meaning of “formal use” of a criterion. Participants were instructed to read the glossary before answering the questionnaire, but we cannot guarantee that they did as instructed. The purpose of the glossary was to decrease threats to construct validity due to different interpretations of the constructs among participants. This was a particular concern for the definition of “formal use”. Therefore, its meaning was defined as follows:

Low Formalization: the criterion was not used to select the team member or it was considered but no assessment of individuals with respect to the criterion was carried out (e.g., productivity was thought to be important in the project but the project manager could not evaluate potential team members with respect to individual productivity).

Medium Formalization: the criterion was considered but no formal evaluation instrument was used and the assessment of the individuals with respect to the criterion was subjective (e.g., productivity was used as a criterion but the company did not have a record of past productivity and the project manager relied on his subjective assessment of the individuals).

High Formalization: the criterion was considered and formal evaluation instrument was used to provide an objective assessment of the individual with respect to the criteria (e.g., productivity was used and the company’s records about employee productivity in past projects were used to assess the individuals).

The questionnaires were pre-tested by five project managers (that did not participate in the final sample). Improvements were made with respect to making the definitions clearer. In particular, the use of productivity as an example in the definition of the levels of formalization was added as a suggestion from one of the participants in the pre-test.

4.4.5. Statistics

Cronbach’s alpha coefficient [40] was calculated to check the internal reliability of the measures of project success and use of team building criteria. We used the commonly accepted interpretations of the magnitudes of the Cronbach’s alpha coefficient to assess internal consistency presented in Table 6.

We used principal component analysis [39] to identify the structure of the team building criteria expressed in the quantitative data and compare this component structure with the conceptual structure constructed in Section 4.2.2. Finally, the correlation between the use of selection criteria and project success was calculated using Spearman’s rho correlation coefficient [40]. We used SPSS™ 173 software package to perform quantitative data analysis.

4.5. Results of Phase II

4.5.1. Testing reliability

First, we tested the reliability of project success measure using the six items C1–C6 discussed in Section 4.2.2 and found results to be reliable ($\alpha = 0.898$). This is an indication that the six items are related to a same latent construct, in this case project success.

We then wanted to check whether the use of the team building criteria, evaluated using a questionnaire with eight questions, would be internally consistent. In other words, we wanted to check whether the consistent (or inconsistent) use of the criteria was uniform by the project managers (all or most of the criteria used at the same level of consistency) or there were large variations in this use (some criteria being consistently used and some not). We then tested the results for the eight criteria C1–C8 and found the results to be reliable ($\alpha = 0.853$). This is an indication that managers
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Table 4

<table>
<thead>
<tr>
<th>Variable: level of formal use of C1</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How formal was the use of individual “Technical Profile” considered in the individual selection to compose the software team of this project?</td>
<td>()</td>
<td>()</td>
<td>()</td>
</tr>
<tr>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>How were the goals listed below satisfied by the project A (successful)?</th>
<th>Not Satisfied</th>
<th>Partially Satisfied</th>
<th>Completely Satisfied</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1. Costs</td>
<td>()</td>
<td>()</td>
<td>()</td>
</tr>
<tr>
<td>G2. Time (delivery date)</td>
<td>()</td>
<td>()</td>
<td>()</td>
</tr>
<tr>
<td>…</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.5.2. The use of the team building criteria

To be able to compare the use of each criterion in our sample, we added the scores of a criterion $C_i$ ($1 \leq i \leq 8$) for all projects $P_j$ ($1 \leq j \leq 48$). In Table 7, we show the set of criteria ordered by this accumulated value for the entire set of 48 projects (column All). In this case, $C_1$ – Technical Profile was the criterion most consistently used, whereas $C_4$ – Availability was the least consistently used. The column % All show the percentage that the accumulated score represents of the highest possible accumulated score, which is 96 (48 projects multiplied by 2, which is the highest value in the scale).

We then examined the difference in the use of the criteria with respect to the scores in the project success items. To do this, we ordered the projects using the sum of all $G_k$ ($1 \leq k \leq 6$) of each project and split the entire set of projects into the projects above the median of the accumulated $G$ scores (Upper set) and those below the median (Lower set). We have a perfect separation of the two sets with a median 0 (zero) and 24 projects in the Upper and 24 in the Lower sets, because we had a balanced distribution of projects with respect to the success goals (which was intentionally constructed by our sampling technique).

The values in the columns Upper and Lower of Table 7 clearly indicates that the criteria are more consistently applied to build the teams of the more successful projects (Upper set) than of the less successful ones (Lower set), indicating the possibility of correlations between the two variables.

4.5.3. Analyzing the factor structure of the team building criteria

We performed a principal component analysis (PCA) [39] on the team building criteria using the scores of the individual criteria for all projects. Our goal was to analyze the factors arising from the statistical data related to the grouping of categories performed in Phase I. In Table 8, we show the structure of the four components that explains 83% of the data variance. Non-significant cells are blank.

Table 6

Interpretation of the Cronbach’s alpha coefficient.

<table>
<thead>
<tr>
<th>Cronbach’s alpha</th>
<th>Internal consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha &gt; 0.9$</td>
<td>Excellent</td>
</tr>
<tr>
<td>$0.9 &gt; \alpha &gt; 0.8$</td>
<td>Good</td>
</tr>
<tr>
<td>$0.8 &gt; \alpha &gt; 0.7$</td>
<td>Acceptable</td>
</tr>
<tr>
<td>$0.7 &gt; \alpha &gt; 0.6$</td>
<td>Questionable</td>
</tr>
<tr>
<td>$0.6 &gt; \alpha &gt; 0.5$</td>
<td>Poor</td>
</tr>
<tr>
<td>$\alpha &lt; 0.5$</td>
<td>Unsatisfactory</td>
</tr>
</tbody>
</table>

Table 7

Accumulated Scores for Each Team Building Criterion.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>All (N = 48)</th>
<th>% All</th>
<th>Upper (N = 24)</th>
<th>% Upper</th>
<th>Lower (N = 24)</th>
<th>% Lower</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$ – Technical</td>
<td>74</td>
<td>77%</td>
<td>47</td>
<td>49%</td>
<td>27</td>
<td>28%</td>
</tr>
<tr>
<td>$C_2$ – Project</td>
<td>66</td>
<td>69%</td>
<td>40</td>
<td>42%</td>
<td>26</td>
<td>27%</td>
</tr>
<tr>
<td>$C_3$ – Customer</td>
<td>62</td>
<td>65%</td>
<td>38</td>
<td>40%</td>
<td>24</td>
<td>25%</td>
</tr>
<tr>
<td>$C_4$ – Individual</td>
<td>58</td>
<td>60%</td>
<td>36</td>
<td>38%</td>
<td>22</td>
<td>23%</td>
</tr>
<tr>
<td>$C_5$ – Cost</td>
<td>56</td>
<td>58%</td>
<td>39</td>
<td>41%</td>
<td>17</td>
<td>18%</td>
</tr>
<tr>
<td>$C_6$ – Behavior</td>
<td>55</td>
<td>57%</td>
<td>38</td>
<td>40%</td>
<td>17</td>
<td>18%</td>
</tr>
<tr>
<td>$C_7$ – Personality</td>
<td>53</td>
<td>55%</td>
<td>40</td>
<td>42%</td>
<td>13</td>
<td>14%</td>
</tr>
<tr>
<td>$C_8$ – Availability</td>
<td>51</td>
<td>53%</td>
<td>33</td>
<td>34%</td>
<td>18</td>
<td>19%</td>
</tr>
</tbody>
</table>

The structure of the four components has a good fit with the conceptual grouping of the criteria we built based on their theoretical meaning (Table 3, Section 4.2.2). We used the same sub-group names to name the components, to illustrate the consistent structure. This indicates that the grouping built from a conceptual perspective was confirmed by the survey data. In other words, the practical use of the criteria is consistent with the conceptual structure of the criteria.

4.5.4. Investigating correlations among variables

We tested the correlation between the use of the team building criteria and the project success goals, using Spearman’s rho rank correlation. The correlation matrix has only seven cells with no significant correlation, indicated by the blank cells in Table 9. Goal $G_1$ – Costs does not correlate with four of the team building criteria ($C_1$ – Technical Profile, $C_4$ – Availability, $C_7$ – Project Importance, and $C_8$ – Customer Importance), being the goal with the least number of significant correlations. Goal $G_2$ – Implementation date, $G_3$ – Functionality/scope, and $G_5$ – User satisfaction correlate significantly with all eight team-building criteria.

The criterion $C_5$ – Productivity presents the strongest correlations. Among the sub-groups, Technical Aspects followed by Innate Characteristics present the strongest correlations, which seem to indicate that the Individual Factors is the group more strongly correlated with project success. Criterion $C_8$ – Customer Importance correlates with only three goals, and $C_7$ – Project Importance with four. These are the criteria with the smallest number of significant correlations and also the weakest correlations.

4.6. Limitations of Phase II

Three main limitations represented threats to validity of the results of Phase II. First, because the G Questionnaire only had one question per G item, it was not possible to calculate internal consistency of the questionnaire on an item-by-item basis. Although the internal consistency of all items was high ($x = 0.898$), we believe the G Questionnaire could be improved by using more than one question per item.

Second, the sampling technique employed to select the projects required each company to internally select one successful and one non-successful project, as perceived by the company. We then compared the results of the G scores for successful and unsuccessful projects and successful projects scored significantly higher than the non-successful ones. This indicates that the sampling technique yielded consistent results regarding the G scores. This technique was chosen because we wanted to maximize the variety in the data related to project success and we achieved this objective. However, it is possible that this technique biased the answers of the C Questionnaire, with participants assigning more extreme
values (0s or 2s) than they would if they had not a priori labelled the project as successful or non-successful.

Third, the attempt to collect data from companies geographically dispersed in various cities and states in a large country like Brazil proved to be not adequate. The effort to contact companies and making sure that they respond the questionnaires was too big and the result too small regarding the number of participating companies. Another approach would be to carry out several surveys in more localized contexts and then compare and integrate the results, as it is usually performed in cross-case analysis in multiple case studies [79].

5. Iteration 2: Systematic mapping study and replicated survey research

In this section, we describe the design and results of the studies conducted in Phase III (Sections 5.1 and 5.2) and Phase IV (Sections 5.3 and 5.4) of Iteration 2.

5.1. Study design of Phase III: Systematic mapping study

In this section and in Section 5.2, we briefly summarize the protocol and the results of systematic mapping study performed between 2009 and 2010 about software teams. This brief presentation omits many details that would be found in a full description of a systematic mapping study. Our goal here is to use some results of the study to corroborate and extend the set of team building criteria found by the qualitative study of Phase I.

5.1.1. Goals and research questions

Our goal in this literature review was to build a mapping of the empirical and theoretical research about software development teams in software engineering. We were mainly interested in the empirical studies addressing the practice of software development in industry, although we also analyzed studies performed in academic settings with teams of students and theoretical propositions that had not been empirically tested. Two broad research questions and sub-questions guided our mapping study [55]:

- MS-RQ1: What is a software development team?
  - MS-RQ1.1: What are all types of software development teams?
  - MS-RQ1.2: What are the properties or characteristics of each type of software development team?
  - MS-RQ1.3: How a software development team differs from other types of work teams?
- MS-RQ2: What are the criteria used to build software development teams?
- MS-RQ3: What are the antecedents of team effectiveness for software development teams?

In this phase of our investigation, we were interested in the answers to MS-RQ2, which were used to complement and verify the set of team building criteria found by the qualitative research in Phase I.

5.1.2. Data sources and search strategy

In this review, we performed automatic search in the following three search engines and indexing systems:


Automatic searches were performed on the entire paper on all engines but Scopus, which did not perform full-text search. For this engine, the search was performed on Title and Abstract. For the automatic search, we used a search string composed of terms that are synonyms for “software development team”. We performed two pilot tests until reaching the final string, presented in Fig. 5.

The results from the automatic search \( n = 2215 \) were analyzed by looking at the title and abstract, and excluding the papers that were clearly not relevant. The search process finished with a set of 729 potentially relevant papers. The search process finished with a set of 729 potentially relevant papers.

5.1.3. Study selection

A set of inclusion and exclusion criteria were applied to the 729 articles resulting from the search process, resulting in a final set of
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Table 9

Spearman’s rho Correlation Between TBC and Project Goals – Original Study.

<table>
<thead>
<tr>
<th>Group</th>
<th>Sub-group</th>
<th>Criteria</th>
<th>G1 – Costs</th>
<th>G2 – Time</th>
<th>G3 – Scope</th>
<th>G4 – Team Satisfaction</th>
<th>G5 – Client Satisfaction</th>
<th>G6 – PM Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Factors</td>
<td>Innate</td>
<td>C5 – Personality</td>
<td><strong>.393</strong></td>
<td><strong>.493</strong></td>
<td><strong>.473</strong></td>
<td><strong>.465</strong></td>
<td><strong>.449</strong></td>
<td><strong>.327</strong></td>
</tr>
<tr>
<td></td>
<td>Characteristics</td>
<td>C6 – Behavior</td>
<td><strong>.418</strong></td>
<td><strong>.523</strong></td>
<td><strong>.434</strong></td>
<td><strong>.494</strong></td>
<td><strong>.455</strong></td>
<td><strong>.348</strong></td>
</tr>
<tr>
<td>Technical Aspects</td>
<td>C1 – Technical Profile</td>
<td><strong>.423</strong></td>
<td><strong>.607</strong></td>
<td><strong>.559</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3 – Productivity</td>
<td><strong>.379</strong></td>
<td><strong>.627</strong></td>
<td><strong>.510</strong></td>
<td><strong>.634</strong></td>
<td></td>
<td><strong>.496</strong></td>
<td><strong>.585</strong></td>
</tr>
<tr>
<td>Organizational Factors</td>
<td>Internal (or Operational)</td>
<td>C7 – Individual Cost</td>
<td>.289*</td>
<td>.329*</td>
<td><strong>.408</strong></td>
<td>.319*</td>
<td><strong>.375</strong></td>
<td>.324*</td>
</tr>
<tr>
<td></td>
<td>External (or Strategic)</td>
<td>C8 – Availability</td>
<td>.348*</td>
<td>.524*</td>
<td><strong>.400</strong></td>
<td>.400*</td>
<td><strong>.410</strong></td>
<td>.426*</td>
</tr>
<tr>
<td></td>
<td>C9 – Project Importance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C10 – Customer Importance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>.444</strong></td>
<td><strong>.359</strong></td>
<td><strong>.513</strong></td>
</tr>
</tbody>
</table>

* Significant at \( p < .05 \), 1-tailed.
** Significant at \( p < .001 \).

---

*“software team” OR “software project team” OR “project management team” OR “software development team” OR “software engineering team” OR “software system team” OR “software system development team” OR “software programming team” OR “software developers” OR “software developing team” OR “software development team” OR “program development team” OR “program developing team” OR “programming team” OR “agile team” OR “agile development team” OR “agile system team” OR “agile system development team” OR “agile programming team” OR “agile developing team” OR “open source team” OR “open source development team” OR “open source system development team” OR “open source programming team” OR “open source developing team”*
studies that provided answers to at least one of the research questions or sub-questions presented in Section 5.1.1. More specifically, we included articles that presented empirical or theoretical research about (inclusion criteria):

1. Definitions, types, classifications, or taxonomies of software teams (related to MS-RQ1).
2. Selection criteria used to build software teams (MS-RQ2).
3. Structure and characteristics of software teams (MS-RQ3).

We excluded papers that met at least one of the following five exclusion criteria:

1. Written in any language but English.
3. Invited papers, keynote speeches, workshop reports, and extended abstracts.
4. Incomplete documents, drafts, slides of presentations, and books.
5. Addressing areas of computer science that are clearly not software engineering (e.g., database systems, human–computer interaction, computer networks, etc.).

When a study had been published in more than one article, all versions were reviewed for the purpose of data extraction. In this case, we used the first publication in all time-based analyses to track the distribution of the studies over time.

Study selection was performed by one researcher (the sixth author) and verified by a second researcher (the first author) in independent processes. Initially, the sixth author selected 35 articles for inclusion, from the initial set of 729 articles. The first author then looked the excluded articles to check for the possibility of relevant studies being missed in the first selection. This process resulted in a list of six articles that could be considered borderline with respect to exclusion criteria number 5. In a face-to-face meeting, the two researchers decided to include two articles from the list of six borderline articles that were from information systems area but addressed software development teams. The remaining four borderline articles were finally excluded because they did not address software teams.

5.1.4. Data extraction and quality assessment

In the data extraction process, we adapted the data extraction form used by Dyba and Dingsoyr [34]. We extracted information organized in four perspectives: Identification of the Study, Study Description and Methodology, Results of the Study, and Answers to the Research Questions. We used the same criteria used by Dyba and Dingsoyr [34] to assess the quality of the selected studies.

5.1.5. Data synthesis

A coding process similar to the one described in Section 4.1.5 for the qualitative study was used to build categories for the information related to the research questions. The evidence extracted from the studies in the data extraction process was coded and categories were built by constant comparison of the codes. In this way, in the synthesis process for the answers for MS-RQ2, we collected a set of team building criteria presented in the literature and used this set to complement the criteria found in Phase I.

5.2. Results of Phase III

In our mapping study, 19 articles described empirical or theoretical studies about software teams that provided answers to MS-RQ2. We present a summary of these articles in Table 10 and the complete reference list in Appendix B. The results described in Section 5.2.1 were extracted from these 19 articles.

5.2.1. Categories describing the team building criteria

The team building criteria were extracted from the 19 articles of Table 10 and the coding and synthesis process resulted in six categories, four of which have been found in Phase I. Therefore, the mapping study added two new team building criteria and confirmed the use of four of the eight criteria found in Phase I. This result is summarized in Table 11, with the references to the studies in which the criteria were found.

As in Phase I, C1 – Technical Profile was the two most prevalent criteria, with C1 cited in 18 studies. We did not find evidence for criteria C2 – Individual Cost, C3 – Productivity, C7 – Project Importance, and C8 – Customer Importance. Two new criteria were found C9 – Task Preference and C10 – Peer Indication. Although these criteria were mentioned by few studies, we decided to include in our set for completeness and to assess their use in practice in the next phase of the research.

5.2.2. Meanings of the team building criteria

In Table 12, we present the meaning of the two new team building criteria found in the mapping study (C9 and C10). Similarly to Phase I, the meaning of each criterion was defined using the information presented in the articles, together with formal definitions of the criterion found in the literature.

5.2.3. Grouping the criteria

We then included the two new criteria in the grouping structure constructed in Section 4.2.2 (Table 13). For this classification, we used the information provided in the studies analyzed in the mapping study and the literature on organization psychology [6,7]. We include C10 – Task Preference in the Innate Characteristics sub-group of the Individual Factors, because these preferences tend to be more stable and related to personality and behavior, as we demonstrated in another study [26]. The criterion C9 – Peer Indication was classified as an Internal Organizational Factor, and this was consistent with the factor analysis we performed in Phase IV (Table 17).

5.3. Study design of Phase IV: Replicated survey research

In Phase IV, we performed a non-identical, internal replication of the survey research conducted in Phase II. We used the limitations and threats to validity of Phase II to guide the design of Phase IV. We observed the findings and recommendations of Juristo and
Table 11
Team building criteria extracted from the literature.

<table>
<thead>
<tr>
<th>Team building criteria</th>
<th>Empirical studies</th>
<th>Theoretical studies (not empirically verified)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 – Technical Profile</td>
<td>S012, S019, S030, S032, S041, S053, S064, S094</td>
<td>S018, S026, S028, S048, S052, S061, S077, S079, S066, S081</td>
<td>18</td>
</tr>
<tr>
<td>C2 – Behavior</td>
<td>S019, S030, S032, S053, S064, S094</td>
<td>S066</td>
<td>7</td>
</tr>
<tr>
<td>C3 – Personality</td>
<td>S041, S094</td>
<td>S061, S066, S081</td>
<td>5</td>
</tr>
<tr>
<td>C4 – Task Preference</td>
<td>S032, S064</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>C5 – Availability</td>
<td>S032</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C10 – Peer Indication</td>
<td>S033</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 12
Meaning of each team building criterion.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>C9 – Peer Indication</td>
<td>Peer Indication is an indication or a referral for an individual provided by trustworthy source (a reference provided by a person to whom the project manager trusts).</td>
</tr>
<tr>
<td>C10 – Task Preference</td>
<td>Task Preference is used when the project manager tries to match the personal preferences for tasks or team roles of a given individual to the tasks and roles of the project.</td>
</tr>
</tbody>
</table>

Table 13
Grouping the extended set of criteria.

<table>
<thead>
<tr>
<th>Group</th>
<th>Sub-group</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Factors</td>
<td>Innate Characteristics</td>
<td>C5 – Personality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C6 – Behavior</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C10 – Task Preference</td>
</tr>
<tr>
<td></td>
<td>Technical Aspects</td>
<td>C1 – Technical Profile</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C3 – Productivity</td>
</tr>
<tr>
<td>Organizational Factors</td>
<td>Internal</td>
<td>C2 – Individual Cost</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C4 – Availability</td>
</tr>
<tr>
<td></td>
<td>External</td>
<td>C5 – Peer Indication</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C7 – Project Importance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C8 – Customer Importance</td>
</tr>
</tbody>
</table>

Vegas [52] for the inclusion of variations in the survey design and to compare the results with Phase II. We also followed the guidelines of Carver [20] to write the report of the replication.

5.3.1. Goals of the replication
In this replication, we were interested in improving the study design used in Phase II and compare the findings to check how the variations between the designs influenced the results. In particular, we aimed at: (1) improving the G Questionnaire to increase its internal consistency; (2) designing another sampling technique that would reduce the risk of bias in the answers to the C Questionnaire; and (3) to verify under which conditions the results of Phase II would still hold if we changed the context which participants were sampled from.

5.3.2. Variables
The same variables studied in Phase II were studied in Phase IV. The same operational definition for the use of the team building criteria was used. In the improvement of the G Questionnaire, we changed the operationalization of the project success criteria to a five point ordinal scale, as explained in Section 5.3.5.

5.3.3. Unit of analysis and sampling technique
The same unit of analysis used in Phase II was used in Phase IV. We changed the sampling technique to avoid the potential bias of the project selection technique used in Phase II, discussed in Section 4.6. We randomly selected 10 companies from the list software firms of the Porto Digital Science Park⁴ in Recife. To select the projects, we asked the companies to provide a list of projects that fulfilled a simple list of criteria:

- Software development projects involving at least the activities of software building (coding) and software testing as part of the software development life cycle. Projects involving only testing or maintenance tasks (or both, but no coding of new requirements) should not be included.
- On-going projects with at least one release delivered and accepted by the client or customer, or projects finished in the last 12 months.
- Projects for which it was possible to have access to the Project Manager or other person responsible for selecting the members of the project team.

We expected to receive a large enough list of project from the companies and then to randomly select our units of analysis from this large list to achieve a balance between successful and unsuccessful projects, as we had in Phase II. However, the lists returned did not have enough projects to allow a second selection and we used all projects in the data collection. We will discuss how this new sampling technique influenced the results of Phase IV and comparability of with the results of Phases II in Section 6.1.1.

5.3.4. Participants
Information was collected from 40 projects developed by 10 Brazilian software companies located at the Porto Digital Science Park. The characteristic the sample regarding the size of the companies was presented in Section 3.4. As in Phase II, the project manager or another professional (team leader, supervisor, business owner, etc.) responsible for selecting software engineers to build the software teams answered the survey instrument.

5.3.5. Instrumentation
As in Phase II, the data collection instrument used in the survey was a self-applicable questionnaire applied to the participants. The questionnaires were sent by e-mail after the company had agreed to participate in the research. The answers were collected in person by one of the members of the research team.

One of the goals of the replication was to improve the reliability of the instruments and in particular the G Questionnaire, as explained before. Therefore, we performed some changes in the instruments as follows:

- A section was added to collect information about the technical aspects of the project, such as type of development method

---

⁴ http://www.portodigital.org.br.
used, and about the team structure used in the project, for instance command and control (hierarchical) or self-managed (flat).

- We changed the G Questionnaire to allow the evaluation of internal reliability on an item-by-item basis. We added an extra question for each item, such that each success goal G1–G6 was assessed by two questions. We kept the original questions in the positive form and added the second question in the negative form. We then added two questions to assess the success of the project in general terms. We mixed the questions such that those related to the same item were as far apart as possible. Finally, we changed the three-point scale to a five point Likert type scale varying from −2 (strongly disagree) to +2 (strongly agree), rephrasing the questions accordingly.

- We added two questions in the C Questionnaire to assess the use of the two new criteria found in Phase III. We also added glossary terms to explain these new criteria.

The final instrument was, therefore, composed of four parts: (1) general information about the company and the respondent, (2) technical information about the project and project management style, (3) the use of the team building criteria (C Questionnaire), and (4) project success goals (G Questionnaire). The four parts of the survey instrument are presented in Appendix C.

5.3.6. Statistics

As in Phase II, Cronbach’s alpha coefficient was calculated to check the internal reliability of the measures of project success. We also used this coefficient to assess the consistency in the use of team building criteria, as we did in the original study. Finally, the correlation between the use of selection criteria and project success was calculated using Spearman’s rho correlation coefficient. Data analysis was performed with support of IBM® SPSS® Statistics Version 20. Although we used a different version of the SPSS software in Phase II, there is no reason to believe that this would introduce problems in the comparison of the results of both phases.

5.3.7. Summary of design variations

In Table 14, we summarize the main variations in the study design between the original (Phase II) and the replicated surveys (Phase IV). Besides these intentional design variations, it is important to remember that the studies were conducted with a four years interval, with the data collection of Phase II happening in 2007–2008 and in Phase two happening in 2011–2012. The implications of these variations on the results of Phase IV and on the comparability of these results with Phase II are discussed in Section 6.1.

### Table 15
Cronbach’s alpha coefficient for the items of the G questionnaire.

<table>
<thead>
<tr>
<th>Items</th>
<th>α</th>
<th>Internal consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1 – Costs</td>
<td>0.884</td>
<td>Good</td>
</tr>
<tr>
<td>G2 – Implementation date</td>
<td>0.793</td>
<td>Acceptable</td>
</tr>
<tr>
<td>G3 – Functionality/scope</td>
<td>0.750</td>
<td>Acceptable</td>
</tr>
<tr>
<td>G4 – Team Satisfaction</td>
<td>0.649</td>
<td>Questionable</td>
</tr>
<tr>
<td>G5 – User satisfaction</td>
<td>0.761</td>
<td>Acceptable</td>
</tr>
<tr>
<td>G6– Project manager</td>
<td>0.712</td>
<td>Acceptable</td>
</tr>
<tr>
<td>C7 – Overall Success</td>
<td>0.855</td>
<td>Good</td>
</tr>
</tbody>
</table>

In Phase IV, the total possible accumulated value for each criterion was 80 because we had 40 projects in our sample. Therefore, when comparing Tables 7 and 16, it is important to remember to use the percentages and not the absolute numbers.

In this phase, we also separate the full set of projects in the Upper and Lower sets, as performed in Phase II (Section 4.5.2). This
As in Phase II (Table 7), C1 – Technical Profile was the most consistently used criteria for the entire set of projects and for the Upper and Lower sets as well. One difference was that C4 – Availability was the least consistently used criteria in Phase II and the second most consistently used in Phase IV.

Comparing the percentages of each score in Tables 7 and 16 we noticed no general trend in improvement or worsening in the consistent use of the criteria in the entire sets of projects. Some criteria were more consistently used by projects in Phase II and others more consistently used by projects in Phase IV. Table 16 also shows that in Phase IV the projects in the Upper set use all criteria more consistently than the ones in the Lower set (as in Phase II), but in Phase IV the difference is much smaller. In other words, in Phase IV the projects in the Lower set used the criteria almost at the same level of consistency as the projects in the Upper set. We discuss this result in Section 6.1.1.

5.4.3. Analyzing the factor structure of the team building criteria

As in Phase II, we performed a principal component analysis (PCA) [39] on the team building criteria using the data of Phase IV projects. Our goal was to analyze how the factors arising from the statistical data related to the grouping of categories performed in Phases I and III. In Table 17, we show the structure of the five components that explains 84% of the data variance.

As in Phase II, the structure of the five components showed a good fit with the conceptual grouping of the criteria we built based on their theoretical meaning (Table 13, Section 5.2.3). We used mostly the same sub-group names to name the components, to illustrate the consistent structure. In this case, we created a new component name Economic Aspects to group C3 – Productivity and C2 – Individual Cost. It is likely that this new structure will be used in our future research, but we have not checked its conceptual consistency with the literature yet. This result indicates once more that the grouping built from a conceptual perspective was well represented by the survey data, increasing our confidence that our conceptual structure was mostly consistent with the practice, with minor refinements to be performed as part of our future investigations.

5.4.4. Investigating correlations among variables

As in Phase II, we tested the correlation between the use of the team building criteria and the project success goals using Spearman’s rho rank correlation. In Phase IV, the correlation matrix (Table 18) only showed three significant correlations, a significantly different result with respect to Phase II (Table 9). We discuss possible explanations for this result in Section 6.1.

6. Discussions

In this section, we discuss the results of all four phases, emphasizing the explanation of the differences between the results of Phase II and Phase IV (Section 6.1). We also discuss the implications of our findings for research (Section 6.2) and for industrial practice (Section 6.3).

6.1. Using variations to explain the results

The replicated survey (Phase IV) used three main design variations, summarized in Table 14, Section 5.3.7. In this section, we investigate how these variations could explain the difference between Phase II and IV with respect to the correlations between team building criteria and project success goals. We looked at the effects of the new sampling technique (intended variation) in Section 6.1.1. We also examined how the change in the context from which companies were sampled (intended variation) together
with the four year gap between the two studies (unintended and unavoidable variation) might have significantly changed the characteristics of the projects in the two samples with respect to type of development method used (unintended and unexpected variation), and how this could also complementary explain the results, in Section 6.1.2.

6.1.1. Intended variation in the sampling technique

The variation in the sampling technique produced very different distribution of the projects regarding the success goals, as can be seen by comparing the charts in Fig. 6. Fig. 6a shows the scores for the G items for the original studies and Fig. 6b shows the G items for the replication study.

The original sampling technique forced each participant company to choose two projects with contrasting outcomes related to the project success goals, thus yielding a balance distribution between positive and negative scores on the G items. The sampling technique used in the replicated study left the choice of project more open and resulted on a skewed distribution towards positive G scores. To illustrate the difference in the samples and then to explain the difference in the results, we examined the Upper and Lower sets, built as in Section 4.5.2 by ordering the projects using the sum of all $G_k$ ($1 \leq k \leq 6$) and then taking the projects above and below the median of the accumulated G scores. Fig. 7 illustrates the difference between the samples in Phases II and IV with respect to the median, minimum and maximum scores, and the distribution and size of the Upper and Lower sets.

Fig. 7 shows that the Upper and Lower sets in Phase IV are likely to have similar characteristics of G scores as the Upper set in Phase II, and that the sample in Phase IV does not have a set of projects with similar G scores as the Lower set in Phase II. In Section 5.4.2, we pointed out that the difference in the use of the team building criteria between project in the Upper and Lower sets was much smaller in the sample of Phase IV than in Phase II, and Fig. 6 also explains why this could be expected.

Therefore, if the projects in the Lower and Upper sets in Phase IV are similar to the projects in the Upper set in Phase II, we would expect to find few correlations in the Upper set of Phase II. Besides, it would be reasonable to expect that the Lower set of Phase II would also exhibit few correlations. Table 19 confirms that indeed the Upper set of Phase II exhibit small number of significant correlations, with a similar behavior as the entire set of projects in Phase IV. Although the number of correlations is slightly bigger for the Lower set, it is still significantly different from the full set, as can be seen in Table 9.

Based on these results, we have a consistent explanation for not finding the correlations in Phase IV and furthermore we have support for the contention that if we had a balanced sample in Phase

![Fig. 6. Differences in the scores of G items in Phases II and IV.](image)

**Table 18**

<table>
<thead>
<tr>
<th>Group</th>
<th>Sub-group</th>
<th>Criteria</th>
<th>$G_1$ – Costs</th>
<th>$G_2$ – Time</th>
<th>$G_3$ – Scope</th>
<th>$G_4$ – Team Satisfaction</th>
<th>$G_5$ – Client Satisfaction</th>
<th>$G_6$ – PM Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Factors</td>
<td>Innate</td>
<td>$C_5$ – Personality</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Characteristics</td>
<td>$C_6$ – Behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_9$ – Task Preference</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Technical Aspects</td>
<td>$C_9$ – Technical Profile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_9$ – Productivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Factors</td>
<td>Internal</td>
<td>$C_9$ – Individual Cost</td>
<td></td>
<td></td>
<td>$G_5$ –  .355*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_9$ – Availability</td>
<td></td>
<td></td>
<td>$G_6$ –  .307*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>External</td>
<td>$C_9$ – Project Importance</td>
<td></td>
<td></td>
<td>$G_9$ –  .454**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_9$ – Customer Importance</td>
<td></td>
<td></td>
<td>$G_9$ –  .101**</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Significant at $p < .05$, 1-tailed.

**Table 18** Spearman’s rho correlation between TBC and project goals – replicated study.
IV we would find similar correlations as in Phase II. Therefore, although we cannot say that Phase IV confirmed the results of Phase II, we can conclude that the results of the two phases are compatible with each other. In fact, we can also conclude that we could use the results of Phase II to predict the results of Phase IV. Therefore, it is reasonable to continue holding onto the conclusions about the existence of correlations in our study.

6.1.2. Unintended variation in the characteristics of the projects

An important unintended variation between the two samples was identified when we were analyzing the contextual data to explain the differences in the results or the correlations. This variation is related to the type of development method used in the projects. As illustrated in Fig. 8, all projects in Phase II used a traditional development method, most of them based on RUP or a mix of RUP and Waterfall. In contrast, over 70% (29/40) of the projects in Phase IV used Agile methods.

If the difference in the development method also explained the difference in the results, this would be important for two reasons. First, we would have a stronger argument for confirming the existence of the correlations. Second, this would give some empirical insights about the effects of Agile methods in software team effectiveness. In Table 20, we show the correlations for the two sets of projects, the first containing the nine projects that used the traditional methods and the second with the 29 projects that used Agile methods. The grey cells in Table 20 indicate where we found the significant correlations for the entire set of 40 projects.

As can be seen in Table 20, the two sets of projects produced very distinct results. Although it is still significantly different from the results of Phase II (explained above by the differences in the samples) the result for the set of traditional projects shows many more correlations than the set of Agile projects, which in turn show the same result as the full set of projects (as expected, because the number of Agile projects dominate in the full set).

Although the number of traditional projects is very small to allow strong statistical conclusions, this result seems to indicate that the difference in the development method offers another explanation for the difference in the correlations between the use of team building criteria and project success goals. In this case, because we have not designed our study to investigate this potential effect, we must be careful with the conclusions we make and we will discuss this problem in more detail in Section 6.2.3.

6.2. Implications for research

In this section, we discuss some implications of our result for the research on teamwork in software engineering and, in general, about study design and replication of empirical research.
second person was completely "blind". In some cases, mainly in the data set. Besides, it would be difficult to guarantee that the collection process, thus increasing the possibility of inconsistencies knowing the results of the initial selection (blind to the selection company would select successful and unsuccessful projects and a similar to what is used in medical trials. In our case, one person in the few useful data points.

This seems to be an instance of a general problem that shall be found whenever one needs to select a sample with enough variation in one factor and knowing this selection a priori can potentially bias the measures of other factors. The sampling technique used in Phase II guaranteed the balanced distribution of projects, with respect to project success goals, but could have introduced bias in the answers about the use of team building criteria. The technique employed in Phase IV reduced or even eliminated the potential bias, but did not produce a balanced sample. In this case, we could argue that participants would have a natural tendency to select only successful projects (indeed, the most successful ones in the company) and therefore would not select unsuccessful projects unless they were forced to do so as part of the sampling technique, which could in turn introduce bias.

We can think of at least two possible solutions to avoid this problem, each one with its own shortcomings. The first one would be to sample the projects in two stages. In a first stage, we would use a sampling technique similar to Phase IV and collect a large set of projects, for instance, by asking the companies in the study to provide information about all their projects. Then, in a second stage, we could randomly sample over the result of the first stage using blocking to get the wanted distribution of some of the factors. One of the problems with this technique is that it is likely to require a much large number of units of analysis for relatively few useful data points.

The second solution would be to use a blinding technique, similar to what is used in medical trials. In our case, one person in the company would select successful and unsuccessful projects and a second person would answer the C and G questionnaires without knowing the results of the initial selection (blind to the selection process). This technique would increase the complexity of the data collection process, thus increasing the possibility of inconsistencies in the data set. Besides, it would be difficult to guarantee that the second person was completely "blind". In some cases, mainly in small companies, it would also be difficult to find two participants with enough knowledge of the projects to make this strategy feasible. Finally, it is very likely that the person answering the questionnaires would easily identify that criterion used to select the projects, which could again bias the results.

As a general conclusion, this is a difficult problem that does not seem to have a simple and general solution in practice. Researchers facing similar situations should understand the potential problems that any choice of sampling technique will introduce in their research and work to reduce these problems.

### 6.2.2. Generating knowledge from the replication

In the design of replications of empirical studies, we are always faced with a number of potential variations between the replication and the previous studies (original and previous replications) [52]. Some of these variations are intentional, introduced to improve the previous design or to investigate other hypothesis in different contexts. Other variations are not intended and some of these are unavoidable. In fact, it is possible that the researchers will not be aware of these unintended variations until late in the research development. In our study, each of these types of variations had different impacts in the result of the replication.

Our goal with the survey replication was not only to verify the results of the original survey but also to improve the original design and then identify contextual factors that could have an effect on the results of the study. To achieve these goals we introduced two intended variations in the design of the replication. First, we changed the sampling technique and the impact of this change has been extensively discussed in the previous section. Second, we sampled the companies located in a single science park instead of from different locations. This second variation allowed faster and more reliable data collection, because the researchers collecting data could directly interact with the participants. Therefore, this variation brought benefits for the development of the study.

A third, unintended and unavoidable variation is that the data for the replication was collected four years after the data collection of the original study. The difference in time can introduce significant changes in studies in software engineering due to the fast changing pace of the technologies in our field.

Temporal variation (unintended) and the change in the location of the companies (intended) could, together, account for the
difference in the use of Agile methods between the projects in the original study and the replication. On the one hand, it is likely that when the original study (Phase II) was performed, Agile methods were not widely spread in the Brazilian software industry. On the other hand, it is possible that the companies in the Porto Digital science park had distinct characteristics compared to companies located elsewhere due to the strong links among the companies and between the companies and the local universities and research institutions. Despite the cause, the fact remains that the two sets of projects were very different regarding the use of Agile methods. The impact of this difference in the results of the replication (discussed in Section 6.1.2) prompted us to consider that the investigation of team building criteria and project success must be performed using different approaches in the context of Agile projects. Therefore, these two variations in the replication were important to stimulate a new research agenda for our study of software teams.

6.2.3. Some considerations about agile projects and teams

Our results seem to indicate two important distinctions between Agile and traditional projects. The first related to the perception of success and the second about team behavior. We present this discussion as a set of propositions for further investigation because we do not have evidence to corroborate our conclusions.

From the results illustrated in Fig. 6b we can see that the success goals associated with satisfaction (in particular G6 – Project Manager Satisfaction) scored significantly higher than performance goals (in particular C1 – Cost and C2 – Time). This trend could indicate that satisfaction goals were being prioritized over the performance goals. Because our sample is clearly dominated by Agile projects, it would be possible to hypothesize that this trend could be a characteristic of the Agile development “culture”. However, given the small number of traditional projects, our data neither supports nor refutes this hypothesis. This opens the opportunity for research to investigate if this trend actually happens in industry and, if it does, whether it is actually related to Agile methods and practices, and, finally, what are the long-term impacts of this prioritization on the individuals and organizations developing Agile projects.

As another point for discussion and future investigation, we have showed indications that the correlations between the use of team building criteria and the success goals of the project could be different depending on the use of Agile or Traditional development methods. In fact, Table 20 shows that the correlations between use of the criteria and the success goals are present in the sample of traditional projects but cannot be found in the sample of Agile projects (it is important to remember that the non-existence of correlations is explained also by the characteristics of the sample). Looking at this result, one could be tempted to conclude that the use of team building criteria was less relevant for the Agile projects. However, our data does not allow this conclusion, because most of the Agile projects were successful and used the criteria, and we do not have unsuccessful projects to compare with. What the data seems to indicate only is that the poor use of the criteria affects the traditional projects.

However, this results stimulated the formulation of the hypothesis that Agile (self-managing) teams, being more flexible and adaptable than traditionally managed teams, are more capable of compensating for a poor initial team design throughout the development of the project whereas the Traditional teams would struggle more to compensate the poor team design. Therefore, the consistent use of the team building criteria at the beginning of the project would be relevant for all types of projects and would be especially important for the Traditional ones because they are less flexible.

This hypothesis cannot be tested in cross-sectional studies because it requires investigating team behavior and performance along the development of the project. This prompts for the use of longitudinal studies. Following the line of investigation of Robinson, Segal, and Sharp [71], we contend that such studies should be ethnographically informed and combine qualitative and quantitative methods, comparing the behavior of software teams with high and low performance (as performed by Yeatts and Hyten [78]), and using Traditional and Agile methods.

6.2.4. Cultural issues in personnel selection

Aycan and Kanungo [8] argued that “culture influences the process of recruitment and selection in many ways, such as attitudes towards selection and testing, the purposes the staffing serves, and the perceived fairness and appropriateness of criteria and methods that are used in the process”. For instance, while in North American countries selection is naturally seen as a process whereby individuals are assessed under certain criteria used as predictors of performance in the job (see Section 2.1.3), in European countries, such as Italy and France, testing is perceived as invasion of privacy and, therefore, receive a negative connotation.

Culture differences may account for distinct uses of selection criteria in different countries and even for the different levels of formalization in the use of the criteria. Considering that Phases I, II and IV were carried out in a single country, cultural issues may have biased the findings. We are not aware of studies about the influences of culture on personnel selection carried out in the Brazilian context and, thus, cannot assess the extent of this potential limitation. Our goal with the mapping study performed in Phase III was to overcome some of these biases by analyzing studies from different countries and in different organizational contexts.

6.3. Implications for industrial practice

Our results indicated that carefully selecting team members for software teams is likely to influence the projects in which these teams participate. Besides, it seems that the type of development method used can moderate (increase or decrease) this influence. The results found in Phase II indicate that companies can create better conditions for software project success by adopting more comprehensive set of team building criteria, and making them explicit and more formal inside the company. We did not found the same correlations in the replication of the study in Phase IV due to the reasons discussed in Section 6.1. However, as explained above, we have enough empirical evidence to believe in the validity of the results of Phase II.

6.3.1. A set of selection criteria, not a team building model

It is important to remind the practitioner that our focus was in the identification of selection criteria used in practice and the study of the relationships between the level of formalization in the use of the criteria and team effectiveness. We did not address how managers used the criteria to create specific team compositions [62]. In practice, a given criteria can be used with different strategies by different managers to create specific team compositions. For instance, personality can be used to create teams with low or high diversity, and a given composition may be better suited for certain tasks/projects than others [14,38,64,77]. Therefore, we are not proposing a team-building model, but our findings form an important step towards such proposition.

Nevertheless, we grouped the team building criteria into four categories to facilitate their use in practice. These categories are related to the level of direct influence managers and team leaders can have when selecting team members and, most importantly, when managing a team. This grouping was based on theoretical studies and corroborated by the empirical data (through principal
component analysis), meaning that it is conceptually sound and also reflects the use of the criteria in the industrial practice. In the grouping of the criteria, innate characteristics (personality and behavior) are relatively stable and difficult to change. Managers can use these criteria in team selection and expect them to remain constant throughout the duration of the teamwork. On the other hand, technical aspects can be subject to improvement, e.g., through training. On the organizational level, internal criteria are, up to certain extent, under the control of the organization, while external criteria is directed by broad competitive strategies and are, consequently, more difficult to manage.

6.3.2. Agile and traditional teams

The difference in the results between Agile and traditional projects are also relevant in practice. Although this still requires further studies to produce empirical evidences, it seems that the type of development method could have a moderating effect on the use of the team building criteria. This can be explained by differences on how software teams behave in the Agile and Traditional contexts. Our hypothesis, discussed above, is that the flexible style of management with high levels of autonomy for the team to define its structure and task assignments may compensate for a less consistent use of team building criteria or increase the effectiveness of a carefully built team. Another hypothesis is that Traditional teams would not exhibit the same flexibility and would be less adaptable to compensate for a poorly designed team. In other words, because a traditional team has less flexibility to adjust to individual characteristics, it requires a more careful use of the team building criteria up front.

6.3.3. Multi-dimensional definition of effectiveness

Use a multi-dimensional measure of team effectiveness is important because it provides a more holistic view of effectiveness, as proposed by several theories about teamwork [21,22,47,78]. A carefully chosen set of effectiveness criteria could be an important managerial tool. The six success goals used in our research provide a view of effectiveness that combines performance (cost, time, and scope) and satisfaction (team, client, and project manager). We showed that instruments to assess these success goals can be designed with high reliability and internal consistency, and these instruments could be useful tools in practice.

Finally, human factors must be taken into account when assembling a software team, as previously emphasized in the literature (Section 2). However, in several interviews in Phase I, project managers declared that they had little formal knowledge or training on methods and tools to evaluate individual and social factors. The managers acknowledge the importance of human factors and that they lack of knowledge can jeopardize their ability to act in certain situations that affect project performance. Companies should address this limitation by not only having human resources personnel skilled in dealing with such situations, but also training project managers on some of these human factors skills. If our hypothesis about Agile teams adaptation is true, then in an Agile context the skills on human factors would be required in all or most of the members of the software team.

7. Conclusions

In this article, we reported the results of four studies performed over a five-year period, between 2007 and 2012. Three empirical studies looked at the criteria used by project managers to select software team members and how the use of these criteria related with project success. In these studies, we used data from project managers, teams, and projects from software companies in Brazil. Forty different companies participated in the studies and we analyzed data collected from 88 software projects in total.

We employed a mix-method [35], replication approach [16], based on two iterations each one composed of two studies. In the first iteration, we performed a qualitative study to understand what team building criteria were used by project managers and team leaders in practice. Using coding techniques from qualitative research, we extracted eight criteria from interviews with project managers. This first phase was followed by a cross-sectional survey in which we investigated the correlation between the consistent use of the eight criteria and a multidimensional set of project success goals. The results of this first iteration showed that the consistent use of the team building criteria correlated significantly with project success.

In the first phase of the second iteration, we performed a mapping study to verify and complement the set of team building criteria. From the results of the review, we added two new criteria to the original set. Finally, we replicated the cross-sectional survey with improved instruments and on a different organizational context. The results of the replication partially confirmed the results obtained in the first iteration. Besides, we found that the type of development method (Agile or Traditional) may have a moderator effect on the correlation between the consistent use of team building criteria and the success goals of the projects.

Our results indicated that carefully selecting team member for software teams are likely to influence the projects in which these teams participate. We grouped the team building criteria in four categories to facilitate their use in practice, according to the level of direct influence managers and team leaders can exert on them. This grouping was based on theoretical studies and its structure was corroborated by the empirical data, meaning that it is conceptually sound and also reflects the use of the criteria in the industrial practice.

The knowledge gained from performing a mix-method, replicated study prompted various directions for future work that can be relevant for research and practice, including:

- **Longitudinal study about team behavior:** As mentioned above, some hypothesis about software team behavior cannot be tested adequately with cross-sectional studies. We believe that longitudinal studies based on ethnographic methods would provide adequate research strategy for the investigation of the effects of different development methods on team effectiveness. We expect to use this research strategy to perform a comparative study of the role of team building criteria in the context of Agile and traditional projects.

- **Investigation about team composition and effectiveness:** In this study we did not investigate how the team building criteria were applied. For instance, if personality was assessed, was the personality types used to create variety or homogeneity in the team? In future research, we would like to investigate the internal characteristics of the teams, like personality and technical skills diversity, and relate these characteristics with the use of the team building criteria and with project success.

- **Investigation about the perception of success in Agile projects:** As discussed in Section 6.2.3, our results indicated that there is a potential trend in Agile projects to prioritize satisfaction over performance in project development. The investigation of whether this trend actually exists and is related to an “Agile culture” would have important practical applications.

- **Knowledge, skills, and abilities for teamwork:** The use self-managing team in software development proposed by the Agile methods is challenging. The types of knowledge, skills, and abilities to work in a self-managed team can be quite diverse
then those needed to work under a project manager in a traditional team. Steven and Champion [75] proposed a set of knowledge, skills, and abilities (KSA) necessary for teamwork that explicitly include self-management KSAs. We intend to use this framework in future investigations about self-managing software teams, in particular in the context of Agile development.

- **Study about the relationship of the use of TBC and the maturity level of the company**: It is possible that organizational maturity affects the use of TBC. One hypothesis could be that more mature companies would tend to consistently use more criteria than less mature ones. Future studies could try to investigate the correlations between the use of TBC and maturity levels of software processes or other type of quality and process certifications.

- **Investigations about replication**: In a recently developed systematic mapping study about replication of empirical research in software engineering, we discussed how temporal gap between studies could affect the comparability of results between replications and original studies [28,29]. The replication performed in this case study shows that this temporal gap can cause unexpected variations in replications that could produce unanticipated results. We believe that a deeper understanding of this phenomenon would be important for the empirical research in software engineering. Researchers could use the studies analyzed in the above-cited mapping study to conduct such investigation.

The research presented in this article is an initial attempt to contribute with the problem of software team building by first investigating how project managers select individual members to compose teams in practice and how the selection of team member relate to project success. This is a first necessary step in the study of team composition and its relationship with team processes and, ultimately, with team effectiveness. We understand that the study of team effectiveness is complex, involving many more factors that interact with team composition in complex ways [47,78]. Our long-term research goal is to build and test explanatory theories of software team effectiveness, grounded on empirical data collected through case studies conducted in the practice of software engineering in industry.

It is our contention that reductionist approaches, that tend to isolate a small number of factors to be analyzed in artificial laboratory settings, do not provide adequate research methods for the investigation of this problem in all its complexity. This type of research requires holistic mix-method approaches, based on the long-term involvement and collaboration between industry and academia. It also requires many replicated studies in different contexts and their consistent integration. For this, collaborative research agenda among researchers is needed. We hope this article will stimulate other researchers to join in our effort in understanding the complex phenomena related to the effects of human factors in software engineering.
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**Appendix A. Phase I: Interview guide**

<table>
<thead>
<tr>
<th>ID</th>
<th>Question</th>
<th>Type [63]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1.</td>
<td>Describe, in detail, how you select software engineers to compose a software project team. Probe: after the spontaneous answer, ask explicitly about selection criteria in the case that the interviewee did not mention any.</td>
<td>Experience and behavior</td>
</tr>
<tr>
<td>Q2.</td>
<td>Regarding the selection criteria mentioned before, could you tell about their level of formalization or documentation?</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Q3.</td>
<td>Still regarding the selection criteria, tell me about how you assess the degree to which an individual meets each criterion. Probe: after the spontaneous answer, stimulate the interviewee to provide names of the methods, techniques, or tools deployed in the assessment, including commercial or company made instruments.</td>
<td>Experience and behavior</td>
</tr>
<tr>
<td>Q4.</td>
<td>You mentioned selection criteria related to personal aspects (such as [as mentioned by the interviewee in Q3]); could you tell me why did you use these criteria?</td>
<td>Experience and behavior</td>
</tr>
<tr>
<td>Q5.</td>
<td>How do you observe or assess personal aspects when selecting individual to build software teams?</td>
<td>Experience and behavior</td>
</tr>
<tr>
<td>Q6.</td>
<td>Explain how you acquired the skills or knowledge used to assess the personal aspects of prospective team members. Probe: after the spontaneous answer, stimulate the interviewee to provide details about formal training.</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Q7.</td>
<td>Do you believe that personal aspects, such as personality or behavior, are important criteria to be considered</td>
<td>Opinion and values</td>
</tr>
</tbody>
</table>

Branch

If the interviewee mention any criteria related to personal aspects (personality, behavior, etc.) go to Q4, otherwise go to Q7.

Q4. You mentioned selection criteria related to personal aspects (such as . . . [as mentioned by the interviewee in Q3]); could you tell me why did you use these criteria?

Q5. How do you observe or assess personal aspects when selecting individual to build software teams?

Q6. Explain how you acquired the skills or knowledge used to assess the personal aspects of prospective team members. Probe: after the spontaneous answer, stimulate the interviewee to provide details about formal training.

Q7. Do you believe that personal aspects, such as personality or behavior, are important criteria to be considered.
Appendix A. (continued)

<table>
<thead>
<tr>
<th>ID</th>
<th>Question</th>
<th>Type [63]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q8</td>
<td>when building a software team? What would you consider as</td>
<td>Opinion and values</td>
</tr>
<tr>
<td></td>
<td>important not important?</td>
<td></td>
</tr>
<tr>
<td>Branch</td>
<td>If the answer to Q7 is Yes go to Q9, otherwise go to Q10.</td>
<td></td>
</tr>
<tr>
<td>Q9</td>
<td>You did not mention any criterion related to personal</td>
<td>Experience and</td>
</tr>
<tr>
<td></td>
<td>aspects, although you think they are important. Why don't</td>
<td>behavior</td>
</tr>
<tr>
<td></td>
<td>you use such criteria in selection individuals for your</td>
<td></td>
</tr>
<tr>
<td></td>
<td>software teams?</td>
<td></td>
</tr>
<tr>
<td>Q10</td>
<td>What else would you like to share about your experience in</td>
<td>Experience and</td>
</tr>
<tr>
<td></td>
<td>selecting individual and building software teams?</td>
<td>behavior</td>
</tr>
</tbody>
</table>

Appendix B. Phase III: List of studies


Appendix C. Phase IV: Survey instrument (revised and improved from Phase II)

Part I – General information.

Company Identification
1. Company Name
2. Address

Official Contact Regarding this Research
1. Name
2. Phone
3. E-mail

Information about the Respondent of this Questionnaire
1. Name
2. E-mail
3. Sex ( ) Female ( ) Male
4. Age ( ) 15–20 ( ) 21–25 ( ) 26–30 ( ) 31–35 ( ) 36–40 ( ) 41–45 ( ) 46–50 ( ) 51–55 ( ) above 56
5. Education Undergraduate Degree: ( ) Completed ( ) In progress Master Degree: ( ) Completed ( ) In progress Doctoral Degree: ( ) Completed ( ) In progress ( ) Other. Specify:
6. Background ( ) Computer Science ( ) Software Engineering ( ) Systems Engineering ( ) Information Systems ( ) Other. Specify:
7. Years of Professional Experience (continued on next page)
8. Current Role or Position
( ) Project Manager
( ) Product Owner (Scrum)
( ) Scrum Master (Scrum)
( ) Other. Specify:
_____________________

9. Years in the Current Job

Part II – Project characterization.

Please, answer this part of the questionnaire with information about the Project identified below.

Project Code PRJ-nnn (internal code used in this study)
Project Name <as used in the company>
Start Date
End Date
Duration in months
Team Size
Team Structure
( ) Fully hierarchical (Project manager and development roles)
( ) Scrum type (Product Owner, Scrum Master, Team)
( ) Fully flat (no predefined roles/no hierarchical structure)
( ) Other. Describe:
( ) Waterfall

Type of Development Method
( ) Iterative-incremental (RUP style)
( ) Agile (XP, Scrum, TDD, etc.)
( ) Mix-method. Describe:
( ) Other. Describe:
( ) None.

Part III – Use of team building criteria.
Please, carefully read the following definitions before answering the questions below. If you have any questions or doubts that could affect your answers, please get in touch with the Research team.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical Profile</td>
<td>Profile is the appearance, character, or the general characteristics of a person. Technical means the specialized area of activity or human knowledge in a particular area. Therefore, technical profile is connected directly to the technical capacity of the individual in a particular technology, language, platform, etc. This also includes expert knowledge in a module of a system or business process.</td>
</tr>
<tr>
<td>Personality</td>
<td>Personality is what distinguishes one individual from other individuals, that is, the character, thoughts, and feelings possessed by a person that “uniquely influences his or her cognitions, motivations, and behaviors in various situations”.</td>
</tr>
<tr>
<td>Behavior</td>
<td>Behavior is the set of actions and reactions observed in individuals in certain circumstances and in relation to the environment.</td>
</tr>
<tr>
<td>Customer Importance</td>
<td>Customer Importance refers to the strategic, competitive, or financial importance the customer for which the project will be developed has to the company at the time the team is being assembled.</td>
</tr>
<tr>
<td>Productivity</td>
<td>Productivity of the software engineer is the ratio between what an individual is capable of producing (in terms of lines of code, test cases tested, etc.) by a given amount of time.</td>
</tr>
<tr>
<td>Availability</td>
<td>Availability refers to the amount of time an individual is available to work in a new project.</td>
</tr>
<tr>
<td>Individual Costs</td>
<td>Individual Cost refers to the impact on the project costs exerted by adding that individual to the project team.</td>
</tr>
<tr>
<td>Project Importance</td>
<td>Project Importance refers to the strategic, competitive, or financial importance a project has to the company at the time the team is being assembled.</td>
</tr>
<tr>
<td>Peer Indication</td>
<td>Peer Indication is an indication or a referral for individual provided by trustworthy source (a reference provided by a person to whom the project manager trusts).</td>
</tr>
<tr>
<td>Task Preference</td>
<td>Task Preference is used when the project manager tries to match the personal preferences for tasks or team roles of a given individual to the tasks and roles of the project.</td>
</tr>
<tr>
<td>Value</td>
<td>Low Formalization The criterion was not used to select the team member or it was considered but no assessment of individuals with respect to the criterion was carried out (e.g., productivity was thought to be important in the project but the project manager could not evaluate team members with respect to individual productivity).</td>
</tr>
<tr>
<td>Medium Formalization</td>
<td>The criterion was considered but no formal evaluation instrument was used and the assessment of the individuals with respect to the criterion was subjective (e.g., productivity was used as a criterion but the company does not have a record of past productivity and the project manager relied on his subjective assessment of the individuals).</td>
</tr>
<tr>
<td>High Formalization</td>
<td>The criterion was considered and formal evaluation instrument was used to provide an objective assessment of the individual with respect to the criterion.</td>
</tr>
</tbody>
</table>
Appendix C. (continued)

Value\(^*\) Meaning
(e.g., productivity was used and the company's records about employee productivity in past projects were used to assess the individuals).

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>▲</td>
<td>▲</td>
<td>▲</td>
</tr>
<tr>
<td>Low Formalization</td>
<td>Medium Formalization</td>
<td>High Formalization</td>
</tr>
</tbody>
</table>

On a scale between 0 and 2, with 0 meaning "Low Formalization", 1 "Medium Formalization" and 2 "High Formalization" (according to the definitions above), please mark an "X" on the item that best represents the use of each criterion on the selection of individuals to compose the software team of the Project characterized in Part II.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(_1) Technical Profile</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_2) Individual Costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_3) Productivity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_4) Availability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_5) Personality</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_6) Behavior</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_7) Project Importance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_8) Customer Importance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_9) Peer Indication</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(_{10}) Task Preference</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Part IV – Project results.

On a scale between −2 a +2, with −2 meaning "Totally Disagree" and +2 meaning "Totally Agree", please mark only one item that best represents your level of agreement with the following affirmatives with respect the performance of the project characterized in Part II.

<table>
<thead>
<tr>
<th>Affirmatives</th>
<th>−2</th>
<th>−1</th>
<th>0</th>
<th>+1</th>
<th>+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) The team members worked effectively together.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) The project failed in achieving its cost goals, as initially planned.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) The project produced its results in a timely fashion.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) My experience with this project was rewarding.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5) The project successfully achieved its scope and quality goals.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix C. (continued)

<table>
<thead>
<tr>
<th>Affirmatives</th>
<th>−2</th>
<th>−1</th>
<th>0</th>
<th>+1</th>
<th>+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(6) The client/customer constantly complained about the results of this project.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7) I do not have any reason to consider this project a success.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8) The project successfully achieved its costs goals.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(9) The results of this project were often delivered late.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10) This was the worst project in which I participated.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(11) The client/customer was satisfied with the results of the project.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(12) The overall effectiveness of the teamwork was highly unsatisfactory.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(13) This project was a success.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(14) The project failed in producing the requirements expected by the customer.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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