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ABSTRACT: We describe the development of software that is intended to enable decision makers
(and their scientific advisors) to visualize uncertainties associated with the future global water balance.
This is an important task because the future water balance is a function of numerous factors that are
not precisely known, including the historical climatology, the model of potential evapotranspiration,
the soil water holding capacity, and the global circulation models (GCMs) used to predict the effect
ofincreased CO, in the atmosphere. In developing the software, we utilized the principles of usability
engineering. In our case, we utilized six steps: prototype development, evaluation by domain experts,
software revision, evaluation by usability experts, software revision, and evaluation by decision makers.
Although this approach led to an improved piece of software, decision makers should have been involved
earlier in the software design process, possibly at step two (instead of the domain experts). Decision
makers found the notion of uncertainty discomforting, but their positive comments regarding the
software suggest that it could prove beneficial, especially with improvements in spatial and temporal
resolution. One interesting characteristic of our approach was the utilization of a wall-size display
measuring 25 x 6 feet. The wall-size display engendered great interest, but determining whether it
is truly effective will require a study that directly compares it with more traditional approaches.
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Introduction

magine that you are a U.S. senator trying

to decide whether you wish to support the

President’s position on the Kyoto Protocol,
which dealt with imposing a limit on CO, emis-
sions in order to slow global warming. An impor-
tant factor in making your decision is recognizing
that global warming will, in general, lead to less
water available at the surface, which could be
detrimental to agriculture. Unfortunately, this
simple finding will not apply in all situations, as
some geographic regions are expected to warm,
while others may actually cool. Moreover, the
various global circulation models (GCMs) used to
simulate the effect of increased CO, can produce
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dramatically different estimates of temperature
and precipitation changes, which in turn can lead
to substantial differences in estimated water avail-
ability—hence there is considerable uncertainty in
determining the water availability at any particu-
lar geographic location (IPCC 2001).

The purpose of this paper is to describe our initial
efforts to develop and test a visualization software
tool that will enable decision makers (and their
scientific advisors) to appreciate the uncertainty
involved in water resources issues such as these.
Because decision-making often requires input from
multiple parties, our long-term goal is to develop
a collaborative spatial decision-making (CSDM)
environment in which individual decision makers
can manipulate the display. As a first step in this
direction, we developed the present software for a
wrap-around wall-size display that enables a group
of approximately 10 users to collaborate with one
another when visualizing water resources issues. To
evaluate the effectiveness of our software, we utilized
the principles of usability engineering (Nielsen 1993;
Mayhew 1999). The basic notion behind usability
engineering is that software should not only be user
friendly, but that it should respond satisfactorily to
the tasks users expect of it. Thus, our goal was to
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develop software that decision makers could actu-
ally utilize.

An edited volume by Medyckyj-Scott and Hearnshaw
(1993) was the first to promote the use of usability
engineering in geography. Although the technique
suggested great promise, few studies in geography have
actually employed usability engineering. A notable
exception is Buttenfield’s (1999) Alexandria Digital
Library Project in which usability engineering played
a major role. More recently, in a special issue of
Cartography and Geographic Information Science focusing
on “Research Challenges in Geovisualization,” Slocum
etal. (2001) have argued that developing “...effective
geovisualization methods requires a two-pronged
effort: theory-driven cognitive research and evalua-
tion of methods via usability engineering principles.”
One purpose of the present paper is to respond to
Slocum et al.’s call by beginning to experiment with
usability engineering principles in the context of
geovisualization in decision-making.

The remainder of our paper is split into four
sections. First, we consider the notion of utilizing
wall-size displays and the key characteristics of our
display. As we will see, the use of a wall-size display is
relatively unique within the geographic community.
Second, we consider the nature of water balance
models that are used to evaluate water availability
on the Earth’s surface. A basic understanding of the
parameters involved in such models is essential to
understanding the software tool that we will describe.
Third, we summarize the methods that we utilized
to visualize water availability and its associated
uncertainty. We will see that our methods focus on
3D displays,’ taking advantage of the processing
power of the Silicon Graphics workstations used
in association with the wall-size display. Fourth,
we discuss our usability engineering approach, a
variant of an approach suggested by Gabbard et al.
(1999). Finally, we discuss the results of our usability
engineering work and make suggestions for future
research.

Utilizing a Wall-Size Display

Florence et al. (1997) were the first to suggest
the potential of wall-size displays for geographic
applications. Although they did not actually
develop any software, they noted several novel
capabilities that sophisticated wall-size systems
might provide, such as the ability to query through
gesture and voice. More recently, several groups of
researchers have started to experiment with wall-

size displays (the July/August 2000 issue of JEEE
Computer Graphics and Applications was dedicated
to the topic; also see Guimbretiere et al. 2001),
although most of this work has been outside the
field of geography. One common characteristic of
such efforts is the potential of wall-size displays
for allowing users to interact more naturally with
the display, as Florence et al. (1997) originally sug-
gested. We have not yet utilized such novel capa-
bilities with our display (at present, only keyboard
and mouse input is supported), but we are devel-
oping methods that will enable individual users to
manipulate the display via personal input devices
(PIDs) and thus permit fuller collaboration.

The wall-size display that we employed measured
25 x 6 feet, covered 120 degrees of the visual field,
and provided a 5760 x 1200 pixel resolution. No
specialized apparatus was necessary to view the display,
as is necessary with the CAVE, a room-like structure
for creating a virtual environment (e.g., Wheless et
al. 1996). Nevertheless, the display gave one a sense
of being immersed in the visualization.

The wall-size display was driven by three SGI
InfiniteReality2 graphics subsystems. One advantage
of such processing capability is that it permitted us
to make heavy use of 3D visualization in portraying
water availability surfaces and associated uncertainty.
A related characteristic is that the system allowed us
to rotate three-dimensional images (consisting of
several hundred thousand triangles) in real-time, a
capability that was not available on standard desktop
PCs when we were developing the software.

The Water Balance Model

and Uncertainty

To determine water availability at each geographic
location on the Earth’s surface, we used a water
balance model based on the Thornthwaite-Mather
approach (Feddema 1998). Inputs to the model
include monthly average temperature and precip-
itation estimates (we will refer to these as historical
climatologies) and a soil water-holding capacity
value. An additional important parameter of the
model is the sub-model for calculating potential
evapotranspiration: Thornthwaite (1948) and
Hamon (1966). Uncertainty occurs when one of
the inputs (historical climatologies or soil water-
holding capacity) or the sub-model for potential
evapotranspiration is varied. For example, in

! Technically, many of the visualizations we describe would be termed 2'4D in the parlance of Slocum (1999, p. 19). We use the term
3D to stress the three-dimensional aspect of the visualizations and the fact that such displays are fully 3D from the perspective of the

graphics hardware and software.
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the case of temperature, a dataset developed by
Legates and Willmott (1990) is based on 24,941
stations in which the number of years of observa-
tion varies from 10 to over 100, and Shepard’s
(1968) algorithm is used to interpolate weather
station data to a one-half by one-half degree grid.
In contrast, a dataset developed by the Climate
Research Unit (CRU) at the University of East
Anglia (New et al. 1999) is based on 12,092 sta-
tions in which the same 30 years of data (1961-
1990) are used as input for each station, and a
thinplate spline method is used for interpolation.
If we run the water balance model with both of
these temperature datasets, we obtain two differ-
ent answers at each geographic location. How do
we know which of these is the better answer, or if
one is indeed better than the other? This is one of
the reasons we are exploring modeling and visual-
ization of uncertainty in our work.

To simulate future water availability, we utilize the
methodology of Feddema (1999), which adds GCM
climatologies (predicted changes in temperature and
precipitation) to the historical climatologies before
running the water balance model. For this experi-
mental system, only three GCM climatologies were
implemented: Hadley Center (HADCM2), the U.S.
National Center for Atmospheric Research (NCAR),
and the Geophysical Fluid Dynamics Laboratory
(GFDL) (IPCC 2001). To determine a measure of
uncertainty, we repeatedly run the water balance
model using the different GCM climatologies. For
example, it is interesting to contrast the model results

Figure 1. The visual programming interface for the software.

for Kansas using the NCAR and the Hadley clima-
tologies (IPCC 2001). The NCAR model suggests
that there will be extreme desiccation in Kansas,
while the Hadley model suggests wetter conditions
during the month of April (which is critical for wheat
production).

Visualizing Water Availability
and Associated Uncertainty

In this section, we consider the range of approaches
that were used to visualize water availability and its
associated uncertainty. The images that are shown
result from the software as it existed after step five
of the usability engineering process (see next sec-
tion).

Major Windows Used

Conceptually, we split the wall-size display into
two parts: the left-hand one-third was utilized
as a visual programming window in which users
specified input for the water balance model, while
the right-hand two-thirds were used to visualize
the results of running the model. The one-third,
two-thirds split was governed by our desire to have
as much space as possible for visualizations, but
also to avoid color and lighting differences within
a particular display (three separate overhead pro-
jectors were used to generate the display).

1ol. 30, No. 4
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The Visual Programming Window

The visual programming window is shown in
Figure 1. We designed this in a fashion similar
to other visual programming environments such
as IBM’s Data Explorer. The top row of boxes is
where the historical climatologies and soil mois-
ture information are specified. The second row of
boxes is where the information on GCM climatolo-
gies is entered. Note that the GCM climatologies
required users to select an interpolation option
(the “interpolate” box in Figure 1). This was nec-
essary because the resolution of the historical and
GCM climatologies were not the same. Historical
climatology data are available on a 0.5" longitude
by 0.5 latitude grid, while the GCM climatology
data have a much coarser resolution; for instance,
each grid cell of the GFDL climatology measured
7.5 longitude by 4.5 latitude.?

The bottom row of the visual programming
window consists of three elements. The left-hand
element allows the user to specify the sub-model
for potential evapotranspiration: Thornthwaite or
two versions of the Hamon approach. The right-
hand element is a region-selection tool. When this
tool is clicked, a map of the world appears within
which users can delineate any rectangular region.
The middle element is a button used to trigger
the evaluation of the model and visualization of its
results for the currently selected input parameters
and region of interest.

The Visualization Area

The right-hand two-thirds of the wall-size display
were used to present visualizations of results, as
shown in Figure 2. Note that it contains pull-down
menus along the top that specify the general form
of visualization (e.g., depicting the uncertainty of
historical climatology data sets as opposed to the
uncertainty of GCM results) and a set of option
buttons on the left that specify how the visual-
ization would appear (e.g., orthogonal versus
perspective views or a view from the North versus
a view from the South). In addition to manipulat-
ing the image with the option buttons, users can
rotate and drag the image with a three-button
mouse. We (and users) found that the ability to
rotate three-dimensional images is critical in
order to interpret them. Obviously, rotation is

essential if information is blocked in a 3D image,
but even when information is not blocked, images
seemed to “come to life” when they are rotated. In
fact, one of our usability experts noted that ideally
our system should include what he termed a pre-
cession option in which the image automatically

jiggled slightly.?

Notion of a Base Run and Calculating
Uncertainty

An important aspect of using the software is the
notion of a base run and the consequent calcu-
lation of uncertainty. A base run is created by
running the water balance model once, with only
one input selected for each of the basic input
parameters—precipitation, temperature, and soil
moisture—and the sub-model for potential evapo-
transpiration. The net result of the base run is a
single water surplus/deficit value at each grid loca-
tion associated with the land surface of the Earth.
Once a base run is selected, multiple inputs can
be selected for each of the basic input parameters,
and the model can be run again, once for each
additional input selected, with other parameters
held constant based on the base run inputs.

To calculate a measure of uncertainty, we compute
the range of surplus or deficit values modeled at
each location. For example, if three temperature
input datasets produces values of =20 mm (a defi-
cit), 10 mm (a surplus), and 20 mm (a surplus), the
uncertainty is 20 - (-20) or 40 mm. This simplistic
approach works well given the limited number of
data sets that can produce uncertainty. Our usabil-
ity engineering confirmed the effectiveness of the
approach: all groups tested emphasized the need
to make things clearly understandable for decision
makers.

In determining uncertainty associated with GCMs,
we chose to examine all combinations of GCMs
selected by the user. Thus, if all three GCMs are
selected for temperature and precipitation, the
result is nine possible water surplus/deficit values
for each geographic location that can be related to
the base run value at each location. The average of
these values provides an indication of likely future
surpluses/deficits, while the range of values again
would indicate uncertainty.

2 |n examining Figure 1, note that GCM simulations of climate change apply to climate data only. In the future, we also intend to
provide alternative human change simulations of soil degradation and land-cover change, as suggested in the blank area for SOIL-

DATA_SCENARIOS.

3 This finding concurs with that of Hibbard and Santek (1989, p. 56) who noted: “To enhance the depth information of our videotape
animations, we usually combine time animation with a slight rocking of the three-dimensional scene.”
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Visualizing the Base Run

By default, the base run was visualized as a redun-
dant symbology, with water surpluses represented
by an elevated surface that is dark blue and water
deficits by a depressed surface that is dark red
(Figure 2). Although a 3D display is not essential
for depicting this concept, we wanted our users to
begin working with 3D images early in the visual-
ization process because many of the methods for
depicting uncertainty take advantage of 3D space.
Blue and red are utilized to depict surplus and
deficit moisture values because of many people’s
association of blue with surpluses and red with
deficits (all of our users appeared comfortable
with this association) and because blue/red is
considered an effective diverging color scheme
(Brewer 1996).

In addition to the smooth surface shown in Figure
2, we also permitted users to utilize either a prism-
based or mesh (fishnet) surface (Figure 3). Prisms
are appropriate in the sense that data input and
calculations are done on a grid cell basis. We will see
that the mesh surface is desirable when we wish to
portray uncertainty in addition to the base run.

Visualizing Average GCM Scenarios

To display the average of GCM scenarios, we col-
ored the surface for the base run with an orange-
purple diverging scheme (Figure 4A). We chose
this scheme because it looks fundamentally differ-
ent from the red-blue scheme used to portray the
base run,* and because it is an effective diverging
color scheme (Brewer 1996). We chose the orange
end of the scheme to represent less water available
(compared to the base run) because we thought
users would be apt to associate orange with a drier
condition. A user could see both the nature of the
base run (high and low points indicating surpluses
and deficits) and the impact of the GCM (orange
and purple colors indicating drier or wetter future
conditions, respectively) by manipulating the
resulting image in 3D space.

Visualizing Uncertainty

Previous work in visualizing uncertainty has
focused largely on 2D displays, making use of
Bertin’s visual variables and modifications thereof
(e.g., MacEachren 1992; McGranaghan 1993;
Howard and MacEachren 1996). We instead
wanted to experiment with 3D displays, partly

because we had a Silicon Graphics computer envi-
ronment that could readily create them, and partly
because we thought that they might be useful
when viewed in the environment of the wall-size
display. We recognized, however, that many have
questioned the usefulness of 3D graphics, when
2D graphics may be sufficient (e.g., DiBiase et al.
1994, pp. 292-297).

Others who have attempted to visualize uncertainty
using 3D displays include Mitas et al. (1997), Pang
et al. (1997), and Clarke et al. (1999). Given our
utilization of glyphs to display elements of uncer-
tainty, our approach parallels the efforts of Pang et
al. (1997). What is unusual about our software is the
ability to visualize multiple sources of uncertainty
(e.g., to see that separate uncertainties are possible
when evaluating water availability for the present
and future, and to implicitly identify the source of
those uncertainties).

Visualizing Uncertainty of Basic Input Parameters

Gershon (1998) argues that information per-
taining to objects in a visual scene (in our case,
uncertainty information) can be presented via two
basic approaches: intrinsic and extrinsic. Intrinsic
approaches vary an object’s appearance, while
extrinsic approaches rely on additional geom-
etry to portray information about objects. We
utilized both intrinsic and extrinsic approaches
to depict uncertainty associated with the basic
input parameters of the water balance model. An
intrinsic approach was the RGB method, in which
the base surface was shaded by utilizing mixtures
of red, green, and blue, respectively, to represent
the uncertainty associated with three of the input
parameters: temperature, precipitation, and soil
moisture.” The notion is that uncertainty in just
one of these three parameters would be indicated
by the respective color, while various combinations
of uncertainty could be seen through mixtures of
red, green, and blue. While color indicates the
source of uncertainty, brightness is used to repre-
sent the relative magnitude of uncertainty, where
black areas indicate no observed uncertainty. For
example, in Figure 5 we see uncertainties due to
soil moisture (the greens in the northwest), tem-
perature (the reds in the north-central region),
and precipitation (the blues just to the east of the
area of temperature uncertainty).

One issue with which we struggled was how to
represent the RGB method in a legend. Since each
of our uncertainty values fell in the 0 to 1 range

* Here we are using Monmonier’s (1992, pp. 249) notion of “signature hues.”
5 Byron (1994) also developed an RGB approach, but his method was intended for three variables that add to 100 percent.
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Figure 3. Prism-based (A) and mesh (B) surfaces for a region
centered on India in the month of September (compare with
Figure 2, which shows a smooth surface).

(a proportional value was calculated by dividing a
grid cell uncertainty by the maximum uncertainty
for any grid cell), we could have used a cube with
corners (0,0,0) and (1,1,1) to present the range of

Figure 4. (A) An orange—purple diverging scheme used to

depict the average of the GCM scenarios; (B) the uncertainty
of the GCM scenarios is indicated by making the image more
transparent in areas of greater uncertainty.

RGB values. One obvious problem is that one cannot
see the colors throughout the interior of such a
cube.’® Instead, we chose to display a triangular slice
through the cube using (1,0,0), (0,1,0), and (0,0,1)

® Brewer (1994) also noted this problem, arguing that a trivariate color scheme should only be used for three variables that sum to 100

percent.
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Figure 5. The RGB method for depicting unc

as the vertices (Figure 5). Note that all points in
this triangle have colors whose RGB components
sum to 1. Below the triangle are three bars, indi-
cating the extent of uncertainty in the results due
to temperature, soil moisture, and precipitation at
any particular location selected by the user. Other
potential problems with the RGB method are that
the uncertainties due to the fourth input parameter
(the sub-model for potential evapotranspiration)
can not be visualized and that the method is not

Vol. 30, No. 4

ainty associated with three basic input parameters to the water balance model;
the three-dimensional aspect of the surface represents surpluses and deficits in the base model.

suitable for users with red-green color deficiencies
(Olson and Brewer 1997).

An extrinsic approach we used to depict the uncer-
tainty of basic input parameters employed a set of
vertical bars or glyphs (Figure 6). The color of the
bar corresponded to one of the four basic input
parameters, while the height of the bar corresponded
to the magnitude of the uncertainty created by the
variations in an input parameter. (We will refer to
this as the Basic Input glyph method to distinguish




it from a subsequent GCM glyph method.) With this
method, the base surface is shown as a mesh so that
it does not hide any of the bars.

Visualizing Uncertainty of the GCM Scenarios

We also utilized intrinsic and extrinsic approaches
to visualize the uncertainty of GCM scenarios. For
the intrinsic approach, we modified the average
GCM scenario by making the image more trans-
parent in areas that are more uncertain (Pang et
al. 1994). Note that the resulting image (Figure
4B) actually shows three variables: 1) the base
surface—the 3D surface, 2) the average change
based on the GCMs—the orange-purple scheme,
and 3) the uncertainty between the GCMs—the
transparency.

For the extrinsic approach, we utilized the GCM
glyph method shown in Figure 7. In 7A, we see that,
as in the Basic Input glyphs, the size of vertical bars
indicates the magnitude of uncertainty. The bars,
however, are color coded in purple or orange to
indicate whether more or less water will be avail-
able under a particular scenario. A bar can have
both purple and orange components if one GCM
simulation indicates more water will be available,
while another GCM simulation indicates less water
available.

In Figure 7B, we see that small “pyramids” can
be drawn at the end of each bar indicating the
GCMs associated with the most extreme predic-
tions. Colors for these pyramids were based on a
set that Brewer et al. (1997, p. 413) indicated would
be easily named.

Usability Engineering

Overview of our Usability Engineering
Approach

In selecting a general approach for usability engi-
neering, we first considered the work of Gabbard
et al. (1999), which Slocum et al. (2001) recom-
mended as potentially appropriate for a broad
range of geovisualization applications. Gabbard
et al’s approach involves four major steps: an
analysis of potential user tasks prior to software
development, an evaluation of the software by
usability experts, having actual users work with
a broad range of software functions, and a com-
parative evaluation of selected user tasks. Software
development or refinement follows each of these
steps, producing the eight-step process shown in
Figure 8.

We used a variant of Gabbard et al.’s (1999) approach,
as shown in Figure 9. In step 1, rather than attempt

to analyze potential user tasks, we chose to develop
a software prototype, largely based on the third
author’s domain expertise in water balance models
and climatology. We took this approach for several
reasons. First, since this type of software had not
been developed before, we felt that the intended
user group—decision makers—might have difficulty
visualizing the nature of water balance models and
associated issues of uncertainty. Second, we were
unsure ourselves what sort of displays might result
when we attempted to visualize the uncertainty of
water balance models. Although the third author
could hypothesize the nature of such uncertainties, he
was curious to see the actual uncertainties displayed.
Third, we had done little work with the wall-size
display, and so were anxious to develop a geographic
application that might serve as an “advertisement”
for the display. (We felt that university administra-
tors would be more apt to support our efforts to
attain funding if we had something to show them.)
Also along these lines, a PhD student with strong
computer programming ability (the second author)
was interested in undertaking the programming
effort as part of his dissertation research. Finally, our
intention was to develop a data exploration tool—we
felt that decision makers could better understand
the potential for such a tool if they could see some
of the capability demonstrated.

Since we felt the prototype software might be
biased toward the third author’s interests, we
decided to have domain experts evaluate the soft-
ware in step 2. Our thinking was that the domain
experts might be able to suggest a number of tasks
that we had not thought of implementing. Based
on the domain expert’s evaluation, we revised the
software (step 3) and had usability experts evaluate
it (step 4) in a fashion analogous to Gabbard et al.
In step 5, we refined the software based on usability
experts’ concerns. Finally, in step 6 we had actual
decision makers work with the software. We did not
implement Gabbard et al.’s comparative evaluations
(their step 7), as we felt that such evaluations would
only be appropriate after we had developed a fine-
tuned application. At this point, we were trying to
develop a feel for some of the issues involved in
working with decision makers, uncertainty, and the
wall-size display. Since this was the first time this
sort of software had been developed and we had no
previous experience with usability engineering, we
expected some pitfalls, but hoped that any lessons
learned could be transferred to those developing
similar software.

It is important to recognize that this was our first
attempt at developing this type of software, and so
we were looking for comments from participants
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that could lead to substantial improvements in
the software. As such, we conducted each of our
test sessions in an interview format and provided
scripts that largely controlled the order in which
displays were shown to participants. Thus, it did
not make sense to record detailed user interactions
with the software; rather, the basic data we collected
consisted of tape-recorded comments made by the
participants.” We made no quantitative analysis of
these qualitative data as we were looking for “key”
comments that could lead to substantial improvement
in the software. In this context, comment “A” made
by a single individual could be more important than
comment “B” made by several individuals.

Step 1: Develop Prototype Software

Although our prototype software was based largely
on the third author’s expertise in water balance
models and climatology, we all contributed to its
development. To accomplish this, we met on a
weekly or bi-weekly basis over a period of three
months. The bulk of these meetings took place in
front of the wall-size display. In fact, this was one
advantage of the large display—it enabled us to
collaborate easily in developing the software. To
be sure, we could have accomplished this in front
of a large CRT display, but we think the process
was more effective with the wall-size display.

Since we knew that domain experts would be
working with the software in the second step, we
made no attempt to develop a polished product at
this stage. This software lacked the option buttons
shown on the left in Figure 2 and no legends were
shown (with the exception of the RGB legend).
At this stage, the notion of varying transparency
to represent uncertainty was applied to a white
average GCM-predicted surface as opposed to the
orange-purple average GCM scenario. In addition,
no base information (such as country boundaries)
were available, and when the user pushed a mouse
button to rotate the map, the map continued to
rotate until the user pushed the button again. (In
the completed software, the image only rotates when
the user pushes the button and moves the mouse,
although continuous rotation is an option.)

Steps 2 and 3: Domain Expert Evaluation
and Associated Software Refinement
For the domain expert evaluation, we interviewed

those with expertise in water balance models: two
civil engineers, two atmospheric scientists, and

two geographers. We asked these experts to work
through a script consisting of three major sec-
tions: an Introduction to the notion of water bal-
ance models and associated measures of uncertainty,
a Tutorial illustrating major features of the software,
and a set of Summary Questions (Appendix A—http:
/www.ku.edu/~cagis/SlocApp.doc). We presented the
script orally to experts (rather than having them
read it) because we felt this would encourage them to
respond orally and thus generate discussion about
the software. At this stage, however, participants
actually operated the controls of the system. Note
that we posed numerous questions in the Tutorial
section in the hopes that experts would not only
evaluate current features of the software, but that
they would suggest other features or options that
should be included.

Because the second author programmed the
system, he attended all of the interview sessions so
that he could respond to experts’ questions about
the software. Additionally, at least one other author
attended each session to assist in answering ques-
tions about water balance models, uncertainty, or
the visualizations. Interview sessions lasted from 1
to 2 hours. This may seem a long time, but none of
the experts seemed disturbed by this length; rather,
they found the system intriguing.

As it turned out, domain experts tended to focus
on usability aspects of the system, as opposed to
issues related to their domain expertise. As a result
of their comments, some key features added in step
3 were:

e Orthogonal (or bird’s eye) views of displays;

e Options to include geographic location infor-
mation such as country/state boundaries and
latitude and longitude;

o Interactive legends for all displays (clicking on
the map indicates a value in the legend);

e Banners describing each visualization;

e Applied transparency to the orange—purple
average GCM scenario and used the term “vis-
ibility” rather than “transparency,” as experts
were confused by the transparency term; and

e Put rotation under direct control of the user,
as opposed to having the image rotate auto-
matically.

When experts did utilize their domain expertise,
they generally spoke of how the system might be
modified to suit their own interests. For instance,
one said “I'm interested in runoff, stream flow,
water supply...change in runoff is more important
to decision makers than this ET business.” Experts

7 The sessions were also videotaped, but due to background noise from the air conditioning system, the audio portion of the videotape was
not particularly useful. The visual portion, however, was sometimes used to interpret what was said on the tape recorder.
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Figure 6. A) The Basic Input glyph method for depicting uncertainty associated with the four possible input parameters to
the water balance model; B) a top-down view of the image seen in A, indicating that the area focused on is the southern tip
of India and the island of Ceylon. The view in A is from the southwest and about 30 degrees above the horizon. (Note that

the base surface is shown as a mesh in each case).
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Figure 7. (A) the GCM glyph method for depicting uncertainty associated with GCM scenarios; (B) the GCM glyph method
with pyramids included representing each possible combination of GCM. (Note that the base surface is shown as a mesh
in each case. Views are of the same region depicted in Figure 6.)
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did, however, raise several important issues. One
was that the change in water availability due to the
GCM scenarios could be less than the variation in
water availability from year-to-year; this could lead
water managers to say “so what?” Another concern
was that our system did not consider the role of irri-
gation. One expert said, “just because the potential
ET exceeds the rainfall doesn’t mean they will be
short on water...for most of the U.S. west of the
Mississippi that’s true.” A third concern was that
we should consider relative deviation rather than
raw deviation because “a large deviation may not
be important if you have a large precipitation.” A
fourth concern was the need to show weather station
locations for each input dataset so that a user could
evaluate which dataset might be best to apply to a
particular region. Each of these comments reflects
on the intended use and capabilities of our present
software. The current prototype is not intended to
address all these questions; however, we do pro-
pose to address several of them as we improve the
water balance model and upgrade the software in
the future.
In responding to two of our summary questions,
“What are your overall impressions?” and “Do you
think this software could be useful for decision
makers?”, experts clearly felt that the system had
great potential, but that it was too sophisticated for
a decision maker to work with alone. One expert
said, “It is extraordinarily rare that you would find
a decision maker with the patience and skill to work
through something like this...this would be useful
for the staff support for the decision maker...”, while
another said, “Some of this stuff is probably way
over their head. It depends on what level of deci-
sion maker you are talking about.” Such comments
supported what we had already anticipated—that
working with the system would require a scientific
advisor to support the decision maker.

Steps 4 and 5: Usability Expert
Evaluation and Associated Software
Refinement

Ideally, we wanted people for our usability evalua-
tion who had extensive training in usability engi-
neering. Because such people were not readily
available at the University of Kansas (where testing
was done), we chose experts whom we felt would
at least be sensitive to usability issues—a psycholo-
gist, a computer scientist, and two geographers. All
but one of these were faculty members. We asked

Figure 8. Gabbard et al.’s (1999) approach for evaluating
usability viewed as an eight-step process.

User Task Analysis

v

Creation of a Prototype

v

Usability Expert Evaluation

v

Software Refinement

v

Testing with Actual Users

v

Software Refinement

¥

Comparative Evaluation of
Selected User Tasks

v

Software Refinement
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Creation of a Prototype

v

Domain Expert Evaluation

v

Software Refinement

v

Usability Expert Evaluation

v

Software Refinement

v

Decision Maker Evaluation

Figure 9. Our approach for evaluating usability of the
software.

these usability experts to work through a script
consisting of four major sections. The first two
sections of the script (Introduction and Tutorial)
were similar to the script shown to domain experts,
except that the Tutorial reflected the changes we
made in step 3 of software development, and it
was shorter. In the third and fourth sections of
the script, we asked usability experts to complete a

task with the software and to evaluate the usability

of the software using a set of heuristics previously

utilized by Brewer (2001) (Appendix B—http:

/www.ku.edu/~cagis/SlocApp.doc).® As with our

domain experts, we presented the script orally

and had participants actually operate the controls
of the system. These sessions lasted even longer
than those for the domain experts (one-and-one-
half to three-and-one-half hours), but again, this

did not seem to bother the usability experts as the

software also intrigued them.

Usability experts made comments throughout the
interview on how we could improve the system. Some
of their concerns were: the distance between legends
and the map was too long (partly a result of the large
screen available); the inability to understand which
menu options were currently selected (there was not
enough contrast between the text and background
of the selected and unselected menu options); no
indication on the map of which point location was
selected to determine a specific value; unclear map
descriptions; and poor color contrast in the visual
programming window. Although only one or two
experts expressed each of these concerns, it was clear
that users would benefit considerably if the concerns
were dealt with. Therefore, we implemented the
following changes to the software in step 5:

e Moved map legends closer to the surface;

e Made current selections in menus bolder and
thus more obvious;

e Added indicators to the display (e.g., a yellow
dot) depicting the point location focused on
for specific information;

e Made map description banners clearer; and

e Made the color hues in the visual program-
ming window less intense.

Other features desired by usability experts included
the ability to:

e Display relative as opposed to absolute change
(also suggested by some domain experts);

e Apply the full color scheme to the region cur-
rently selected as opposed to the entire world
(this would enable a user to contrast areas on
the map more easily);

e Animate the display to examine changes from
month-to-month;

e Show multiple maps (e.g., the base display
adjacent to an uncertainty display); and

e Utilize a “help” system.

Due to time limitations, we did not implement these
other options, although ultimately they certainly
would be desirable. One expert who was familiar
with research on 3D versus 2D mapping also spoke

& We modified Brewer’s (2001) wording slightly for our particular application.
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Usability Heuristic Results
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Figure 10. Results of the heuristics evaluated by usability experts.®

of the need to proceed with caution when using 3D
visualization. He noted that 3D “...can help you
develop in the long term a better mental model if
3D information is important...”, but he stressed
that 3D may be inappropriate if visualization can
be accomplished using 2D. The expert made these
comments early on in the interview and did not
return to them once he saw the complete system.
Several experts also noted the difficulty of display-
ing the uncertainty of water balance models to both
novices (decision makers) and experts (scientific
advisors to decision makers). As one expert said,
“So your users are going to be scientists and decision
makers, but those two groups have vastly different
knowledge bases. Scientists will look at this and
intuitively understand...but if I were [a] decision
maker I might want that [referring to an element
in the display] there all the time...” Such comments
reaffirmed the notion that decision makers would
have to work closely with a knowledgeable expert
in order to use the system.

Although usability experts noted numerous ways
in which the system could be improved, their evalu-
ation using the heuristics in the fourth section of
the interview was quite positive. As shown in Figure
10, for each heuristic, at least two out of the four
experts felt that the software supported that heu-
ristic, and this was before the above changes were
implemented in step 5.

Step 6: Decision Maker Evaluation

Decision makers tested included a state represen-
tative, an employee of a state agricultural office, a
legislative aid to a United States representative,
and two employees of a state water management
office, and all lived in Kansas. We also tested four
scientists from an African university who served
as consultants to decision makers. For simplicity,
we will refer to this entire group of participants
as decision makers because they all appeared
knowledgeable about how decision makers might
view the system. The first two were tested indi-
vidually, the third brought an aide, and the others
were tested in pairs because we wanted to begin
observing the collaborative aspects of the environ-
ment. As with the domain and usability experts, we
conducted the evaluation in an interview format
using the script shown in Appendix C (http:
/www.ku.edu/~cagis/SlocApp.doc). The design of
this script, however, was quite different from the
former scripts.

Following a brief introduction, we asked partici-
pants a series of questions pertaining to the decision
making process in their organization (see section
IT of Appendix C). We then had participants work
through a hypothetical scenario involving wheat
production under different climate projections (i.e.,
looking at the impact of climate change on a region’s
competitive advantage in the wheat industry) (see

® Reprinted from Computers & Graphics, Vol. 26, Daniel C. Cliburn, Johannes J. Feddema, JamesR. Miller, and Terry A. Slocum, Design and
evaluation of a decision support system in a water balance application, pp. 931-949, Copyright (2002), with permission from Elsevier.
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section IIT of Appendix C). To make the evaluation
relevant to participants, we chose a region that would
be meaningful to them—thus, those from Kansas
worked with Kansas as a region, while those in Africa
worked with Zambia (Appendix C assumes Kansas as
the region). In section III, participants focused on
uncertainty related to GCMs, i.e., the transparency
and GCM glyph methods. If time permitted, we also
had participants experiment with the uncertainty
depicted by the RGB and Basic Input glyph methods
(section IV of Appendix C). Finally, all participants
responded to the summary questions in section V
of the Appendix.

Since the evaluations in steps 2 and 4 had shown
that the software would be challenging for a decision
maker to use on their own, the third author played
the role of a scientist familiar with the software and
presented a script orally, which was similar to the
one shown in Appendix C. The second author
manipulated the mouse and keyboard based on
directions given by the third author. At least one
other author also attended these sessions so that
we would develop a full appreciation of how useful
the system might be.

There were several interesting findings from
having decision makers work with the software.
One was that we developed an understanding of
how the decision process works at the state and
federal levels in the U.S. and, consequently, how
our software might ultimately fit into the process.
Test participants indicated that either government
agencies or lobbyist organizations influence state
or federal representatives (the ultimate decision
makers) in an effort to influence legislation. In
this process, scientists from government agencies
or lobbyist organizations present information to
representatives and/or their aides—the decision
makers then use this information along with other
information (such as written materials and public
opinion) to form a decision. Participants stressed
that the process is often collaborative in the sense
that one or more scientists present information to
one or more decision makers. Given this process, it
seems that one approach for us would be to convince
government agencies or lobbyist organizations of
the usefulness of this sort of software.

Comments from the state legislator were espe-
cially useful in suggesting how we might actually
reach such agencies or organizations. The legislator
stressed that one of the keys to decision-making is
determining who the important decision makers
are: “They are going to lead the questions, they are
going to frame the debate, they are going to be the
ones that define decision-making that occurs. As
scientists or students of government, it’s your job

to figure out which four, five, or six people really
matter and then get to them.” Further, he argued
that a key is to find an “advocate” or “champion.”
He stated, “There are a number of good ideas...that
die because they don’t have that champion push-
ing.” He also indicated that this advocate could be
either an individual or a group of individuals, such
as a legislator or state agency. These seem to be
important ideas that anyone developing software
for decision-making could utilize. In our case, this
particular legislator was sufficiently enamored with
our software that we expect he could serve as our
advocate.

A second finding arising from the evaluation was
that decision makers are likely to feel uncomfort-
able with the notion of uncertainty. One participant
bluntly said: “Politicians have trouble with uncertainty.”
Another said, “That’s really powerful, the visual of
global warming. But when you start bringing in all
the models ... that would really frustrate my boss,
he would want to see one model.” The danger is
that decision makers may simply ignore problems
that have a lot of uncertainty. For instance, the latter
participant also said, “When political people hear
and see all this uncertainty they would say ‘well
we don’t need to put money into stopping global
warming.”” The fact that decision makers are likely
to feel uncomfortable with uncertainty suggests that
we should not merely present the uncertainty, but
also suggest how to deal with the uncertainty. For
example, in the case of climatology information,
additional weather stations and their placement
might be suggested by the system.

A third finding was that participants clearly were
excited by the potential provided by maps, which
they termed “visuals” or “visualizations.” One said,
“Well, the traditional way to do [these] kinda’ things
is with tables and there are some people who deal
with [these] things better than others. Numbers are
a lot harder for me to read and to assimilate than a
graphicis.” Another said, “It is a spatial presentation,
and I have a preference for spatial presentations. I
think for the most part when you are talking about
a large area, spatial presentation is the best way to
go because it is the best way to get the mind on the
whole picture.” Such comments may not necessarily
indicate the effectiveness of our software, but rather
that participants were not aware of what maps might
be used for.

Fourth, we found a desire for software that could
provide higher spatial and temporal resolution.
Regarding the spatial resolution, one participant
said: “How small can you break this down...I
am working with an interest group...in Sedgwick,
Kansas...[They] got two inches of rain the other day.
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I didn’t...It is not going to be well received by those
people who are looking at the impact on [Bob Jones’
farm].” In terms of the temporal resolution, the
same participant said, “most academics I know are
dealing in things that are 20-30 years out...you've
got to give me something that I can say I voted for
this because it’s good for [my constituents].” At the
same time, the participant felt the software could
be very useful at the regional or national level for
long-term planning.

Finally, participants warned us that some decision
makers could feel intimidated by the software. One
said, “I'm looking at it and saying is that going to be
a threat to someone who didn’t finish high school or
only finished high school...” Another said, “[deci-
sion makers]...may not be as scientific as you are, so
I think simplification would be important.” Such
comments support our notion that a scientific advisor
would have to work closely with the decision maker
who might benefit from utilizing such software.

In spite of the limitations noted, it was apparent
that all participants felt considerable knowledge
could be gleaned from the software. One participant
said: “...a model like this ought to drive K State’s
researchers to develop crops that need less moisture.
I am convinced that ultimately western Kansas has
to go to dryland farming or else you've got to shut
down all the towns and move people out...” This
notion was supported by another participant who
said: “Well, I think you have [to] question whether
to continue with the current cropping pattern or
should we be focusing some of our efforts on develop-
ing crops that are less water intensive.” The former
participant also suggested the notion of combin-
ing the present software, which is based on climatic
data, with The GreenReport, which utilizes remote
sensing to monitor the health of crops and natural
vegetation throughout the United States (see http:
/fwww.kars.ukans.edu/products/greenreport.shtml).
Clearly, he felt that considerable benefit could be
derived by linking these two approaches.

Discussion and Future Research

Steps in Usability Testing

Overall, we feel that our usability testing led to
an improved piece of software that ultimately
could be used by decision makers working in close
association with scientific advisors. Those wishing
to develop similar software, however, will need to
carefully consider the steps utilized in usability
engineering and how those steps are implemented.
In our case, we chose to create a prototype and
then have domain experts evaluate that prototype.

Although we still feel that a prototype was useful,
we probably could have attained more useful input
from the domain experts if we had “driven” the
system ourselves rather than let them drive it—as
a result, we suspect that they would have focused
more on the content (and associated potential
tasks) than on its usability. Once domain experts
have examined a prototype, it might also be useful
to have them interact in focus groups (Morgan
1998).

We also should have considered getting our decision
makers involved earlier in the software engineering
lifecycle, possibly using them at step 2 rather than the
domain experts. We chose not to do this because we
felt that we needed to show a more polished product
to the decision makers, but, en reflection, getting
them involved earlier might have produced a more
useful product. If we were to get them involved ear-
lier, we would probably have wanted to get a better
understanding of how they might use such software
in their own decision making. As it was, our evalu-
ation tended to focus on the particular tool we had
developed rather than on finding out how it might
enhance their decision-making.

It must be recognized that the usability evaluation
of all of the visualization techniques used (including
those for uncertainty) was subjective, as we collected
no hard data on the ability to work with the tech-
niques. Ultimately, we need to contrast the various
visualization methods in controlled experiments where
we can collect hard data (this would be along the
lines of Gabbard’s step 7—comparative evaluation
of selected user tasks). We see two general types of
experiments that can be done. The first would be
to focus on a comparison of particular techniques
(e.g., to contrast the Transparency (or Visibility) and
GCM glyph approaches) for a range of user tasks
(e.g., acquiring specific information and examining
general patterns). Such tests ultimately could lead
to improved symbology for depicting uncertainty.
The second type of experiment would be to have
decision makers (and their scientific advisors) actu-
ally utilize the software themselves—in this process
we would not drive the software, but rather would
observe the process. Researchers at Penn State cur-
rently are developing a suite of tools that could assist
in analyzing data resulting from such experiments
(Haug et al. 2001).

Effectiveness of Methods for Presenting
Uncertainty

For each of our usability tests, we asked partici-
pants to contrast the effectiveness of methods for
presenting uncertainty. Domain experts tended
to prefer the extrinsic methods (Basic Input and
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GCM glyphs), as they provided more detailed
information; the experts seemed concerned with
examining all information available for a prob-
lem. In contrast, decision makers tended to prefer
intrinsic methods (RGB and Visibility methods)
because they wanted to get the “big picture.” The
intrinsic and extrinsic methods each had their
limitations. The intrinsic methods were awkward
for acquiring specific information, while extrinsic
methods appeared very complex when a large area
was shown.'” To handle the problem of showing
numerous glyphs over a large area, a generalized
glyph routine could be developed in which the
uncertainty of several grid cells would be aver-
aged.

Although many participants found the RGB
method useful, some struggled with it. The difficulty
of understanding the mixtures of colors in the RGB
method might be handled by portraying each form
of uncertainty on a separate map. In fact such an
approach could enable all four basic inputs to be
depicted (presumably cyan would be used for the
sub-model for potential evapotranspiration). Such an
approach, however, would require that users visually
correlate maps, which could prove problematic in
understanding various combinations of uncertainty
(Olson 1981).

Effectiveness of the Wall-size Display
and Collaboration

Virtually all of the participants in our evaluations
were enamored with the wall-size display. For the
future, we plan to directly compare the wall-size
display with more traditional displays such as
large CRT screens and LCD projection systems.
Our suspicion is that the traditional approaches
will be less effective for several reasons. One is
that CRTs and LCDs will not permit one to read-
ily examine both the visual programming and
visualization windows in detail simultaneously, as
users did with the wall-size display. Secondly, users
will not get the impression of being immersed in
the data as they would with the wall-size display.
Although we did not explicitly pose this question
to users, we certainly felt more immersed in the
data than when using a traditional CRT. Finally,
the size of the display seems appropriate for initi-
ating discussion among collaborators.

To achieve a truly collaborative system, we must
allow individuals to control the display using their
own personal input devices rather than forcing
individuals to play “musical chairs” to get access

to the keyboard and mouse. We are developing an
approach based on the use of a Remote Application
Controller (RAC), which is a Java program capable
of running on a small hand-held Personal Input
Device (PID) (Miller 2003). Each participant will
have a PID running a RAC. The RAC is able to locate
applications running in a shared environment and
establish connections to them to perform dynamic
viewing transformations, select objects, make menu
choices, and so forth.

Improvement to the Water Balance
Model

In addition to making improvements and modi-
fications in the technology for disseminating our
software, we plan to make improvements in the
water balance model. These improvements con-
cern some of the questions raised during the eval-
uation, such as the partitioning of water to model
ground water recharge and surface water flows. In
addition, we will develop a number of new meth-
ods for simulating human impacts on the water
balance not related to atmospheric change (e.g.,
soil degradation and land cover change).

Summary

Our goal was to develop a visualization soft-
ware tool that would enable decision makers to
understand the uncertainty associated with water
resources problems such as those involving cli-
mate change. As a first step in achieving this goal,
we have developed a tool for a wall-size display
that will enable decision makers to visualize both
present-day and predicted future uncertainties
associated with a basic water balance model. We
feel that this tool will serve as the basis for a more
elaborate tool that can be utilized for collaborative
visualization when collaborators are at the same or
different locations.

We developed our tool via the principles of usabil-
ity engineering. We chose to modify the standard
usability engineering approach by having domain
experts evaluate a prototype software tool (rather
than utilize the actual decision makers). We feel that
domain experts might have provided more useful
information if they had not been permitted to “drive”
the system. On reflection, it might have been better
to utilize decision makers to evaluate the prototype
rather than domain experts. Ultimately, testing with
actual decision makers will require that they (and
their scientific advisors) have control over the system,

10 For a detailed discussion of participants’ comments on the methods for depicting uncertainty, see Cliburn (2001).
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and that we are able to track their interaction with
the system.

Although it was clear that participants were
intrigued by the wall-size display, it is essential
that its effectiveness be compared with more tradi-
tional technologies. Only when the wall-size display
is proven to be more effective can the cost of such
a system be justified.
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