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ABSTRACT

Public policy makers and others wishing to understand the
potential impact of our actions on the environment need a
tool to simulate and visualize relevant processes. Present
models and the data on which they operate have
considerable variability which translates into uncertainty in
model results. Decision makers must understand and
consider not only raw model results, but also the
uncertainties associated with them. As an example, we
describe a tool that evaluates a global water balance model
and presents visualizations of both the results and the
associated uncertainties.

Hanover, IN 47243
812-866-7288

cibun@hanoveredu

Keywords

Visualization, uncertainty, collaboration, decision support

1. INTRODUCTION

As our understanding of natural phenomena has improved
in recent times, we have become more reliant on computer
simulations for decision making. Although simulations
can often provide useful information, even in the best
environmental modeling and simulation efforts there
remain knowledge gaps and various types of uncertainties
associated with data collection and manipulation, model
accuracy, and people’s interpretation of data and model
results. A good example of such uncertainties is
demonstrated in simulations of global climate change.
Uncertainty in data and model results have had a profound
impact on the interpretation of climate modeling results,
ultimately resulting in stark international political conflicts
as seen in the results of the Rio and Kyoto global climate
change summit meetings.

A part of the problem is the fact that sophisticated
computer graphics approaches allow us to produce attractive
high-quality 3D color images that impart “truth” to
simulations. In reality, however, simulations are
characterized by uncertainty, both in the data and in the
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model used to create the simulations. When designing
visualization tools to be used in a decision support context
for policy related to natural phenomena, it is incumbent
upon the system designer to display not only results of
simulations, but also a reasonable estimate of the
uncertainty associated with those results. That is, decision
makers must understand not only the results, but also the
reliability of those results.

Lawrence, KS 66045

In this paper, we will use a global water balance model and
a suite of visualization tools to illustrate some approaches
for visualizing the uncertainty associated with simulations
of natural phenomena and global climate change scenarios.
By clearly presenting the relative impacts of several
different modeling and data factors on model results, we
hope to improve decision makers’ ability to better
understand the nature and causes of uncertainty in climate
prediction. The resulting system is intended to be a
collaborative visualization tool that will allow domain
experts and policy makers to work together to explore the
effects of potential land use decisions.

2. WATER BUDGETS AND GLOBAL
CLIMATE CHANGE

When addressing future climate change, the potential
outcomes of human activities on climate can only be
simulated through the use of Global Circulation Models
(GCMs). Yet most political decision makers have relatively
little knowledge of the scientific processes involved in such
models and the associated uncertainties involved in
interpreting the results. Some types of uncertainties are
more problematic than others. For example, if the input
data has errors, but these errors propagate systematically
through the model and consistently through all
experiments, such error is not considered to have a
significant impact on the interpretation of results.
However, errors or uncertainties that do not propagate
systematically through the system, such as choices of
different sub-model components, may have a greater impact
on uncertainty with respect to decision making. We are
most interested in these latter sorts of uncertainties.

We have chosen a water balance model to illustrate the use
of uncertainty presentations to assist decision-makers in
making more informed decisions about the potential
impacts of climate change. Water is one of the most
critical resources to modern societies. Changes in the



allocation and distribution of water resources can have
significant effects on local economies and agricultural
production. Therefore, a basic understanding of the
changes in this resource will provide valuable information
on the potential economic and social impacts of climate
change.

The water balance model used in this study is based on a
water accounting procedure first developed by Thornthwaite
[24]. The model tracks water movement through an
environment and is based on evaluating the change in the
soil moisture content for a location. Water gains come
from precipitation, while water losses come from overland
runoff and through evaporation and transpiration. From the
model, it is possible to detect water deficit and water
surplus conditions throughout the year (Figure 1). The
current configuration of the model only requires
precipitation, temperature, latitude, and soil water holding
capacity as input.

Figure 1: A display of the water budget in a region for the
month of June. Surpluses and deficits are blue and red,
respectively.

Several types of uncertainties are investigated and
illustrated using this model:

» Input data uncertainty. Different global datasets of
temperature, precipitation, and soil water holding
capacity may lead to alternative estimates of water
deficit and surplus, and thus yield a measure of
uncertainty.

*  Sub-model uncertainty. The overall water balance
model includes several important sub-models. We use
various Potential Evapotranspiration sub-models to
illustrate how different sub-model choices can affect
the outcome of the overall model, and hence introduce
uncertainty.

»  Climate change scenario uncertainty. Ultimately we are
interested in the effect of global climate change on
water surpluses and deficits. Several different GCM
simulations have been developed for global warming
[10]. These simulations do not always agree; their
differences give us yet another type of uncertainty.

Users can mix and match the above databases and models
to see how different sources of uncertainty combine to
affect simulation results.

3. PREVIOUS WORK

A number of uncertainty display schemes have been
reported, and a taxonomy of such schemes has been
proposed [7, 13]. Intrinsic schemes modify the color or
appearance of an object to indicate the level of certainty in
the data. Pang, et. al. [21], for example, have experimented
with modifying the diffuse and specular characteristics of
objects to make results with high uncertainty appear dull
while those with low uncertainty are very shiny. They have
also modified surface geometry as a way to show
uncertainty in surface fitting.

Wittenbrink, et. al. [28] developed intrinsic schemes
applicable to vector fields. Their approach modifies the
size, shape, and style of the vectors to visualize uncertainty
in both magnitude and direction.

Extrinsic schemes add objects to the display to indicate
levels of uncertainty. Cedilnik and Rheingans, for example,
add procedurally generated annotation grids which are
distorted according to the level of uncertainty and then
overlaid on the model being viewed [3]. They found that
this highlighted uncertainty without being overly
distracting.

Davis and Keller [4] investigate both the use of static
uncertainty visualizations like those discussed above as
well as animation. As we do here, they focus on how one
can present effective displays of uncertainty when there are
multiple sources of this uncertainty.

4. THE WATER BALANCE MODEL

The regional water balance model is based on the
Thornthwaite-Mather approach [15, 24, 25, 26]. Our
implementation of the model is similar to that used by
Willmott et al. [25].

The overall water balance is based on the following
governing equation:

where w represents soil water content (0 = w < W*; w
describes soil water holding capacity), P, is the rainfall rate,
E, is the actual evapotranspiration rate, and S is the water
surplus of a location. E, is calculated as follows:

_[p+p(ww)E,-P] P<E,
“ E

p

E .
otherwise

where E, is potential evapotranspiration and Bw,w) is a
soil moisture retention function dependent on the ratio of w
and w .



Potential evapotranspiration (PE) is the amount of moisture
that would be lost to evaporation and plant transpiration, if
it were available. In our system, users are given several
alternative methods for calculating PE. One method was
developed by Thornthwaite [24] and used by Willmott et al
[25] and is based on temperature and latitude. A second PE
method was developed by Hamon [8] and uses temperature,
daylength and saturation vapor density. Once a method has
been chosen to compute PE, we calculate moisture deficit
D=E,-F,.

Our model simulates a two layer soil system. The top layer
accounts for 30% of the total water holding capacity and
will release water freely for evapotranspiration purposes.
The lower layer contains 70% of total soil water holding
capacity and will make water available at a linearly
decreasing rate until all the water is used up.

Model input requirements include monthly average
temperature and precipitation estimates, a soil water
holding capacity value (w) and the latitude of the location.
The model will be run under several different scenarios to
represent control and degraded soil conditions which are
based on changed soil water holding capacities. Results
will present changes in mean annual water surplus (S),
deficit (D) and actual evapotranspiration (£,) conditions.

5. INPUT DATA

Basic input data to the current version of our water balance
model are temperature, precipitation, and soil water holding
capacity. In the context of uncertainty, the source of the
input data is critical because the reliability of such data
varies considerably on a global scale. In the case of
temperature and precipitation, variation in reliability is due
to two factors: (1) the weather stations included in different
data sets have different criteria for the periods of
observation, and (2) the method used to interpolate the raw
data to grid points affects the simulation results. In the
case of soil water holding capacity, there is a significant
uncertainty associated with difficulties in obtaining
appropriate averages, and many people still prefer using a
fixed value over use of existing databases which are usually
derived from less than reliable global data sources.

In the current version of our system, we employ three
temperature data sets (two from Legates & Willmott [11,
27] and one from the Climate Research Unit (CRU) at the
University of East Anglia [18]). Similarly, we use three
temperature data sets from the same sources [12, 18]. The
only actual soil data set we use is a fairly recently released
one [5].

6. CREATING VISUALIZATIONS

On startup, our system presents a visual programming
model that allows users to select particular gridded
temperature, precipitation, and soil datasets (Figure 2). It
also permits a choice of potential evapotranspiration (PE)
models to be used with the selected temperature and
precipitation data. The three gridded datasets along with the

output of the Potential Evapotranspiration model are then
fed into our Water Balance Model which computes the
water budget on the same 1/2 degree by 1/2 degree grid.

Finally the user indicates the region of the world in which
they are interested by dragging a rectangle over the area on
a world map (Figure 3). The relevant portions of the
specified input data sets are then extracted, and the water
balance model is computed for that region of the world.

Figure 2: The Visual Programming window

The output from a given run is another gridded data set: the
water surplus/deficit at each grid point in the selected
region. Since the data is modeled at grid points, the
obvious display is a stepped surface (or prism map), in
which each cell is projected above or below a base value of
0 (Figure 4). We utilize a redundant color symbolization
(blue for surpluses and red for deficits) to enhance the
visualization. One can also obtain a continuous
representation by determining values at the corners of the
cells using a neighbor averaging scheme, but this display
often imparts a false sense of how the data changes
throughout a cell.

Figure 3: Selecting a region

Once the basic water budget surface is created, users can
look for reasons why a particular region has surpluses or
deficits. By selecting a point on the surface, for example,
we display such information as the monthly precipitation
and temperature data for the grid cell associated with that
point. Such information may also be useful in assisting
the user to isolate errors in the data that might otherwise go
unnoticed.



7. DEPICTING UNCERTAINTY

The previous sections focused on how the raw data sets are
preprocessed and analyzed to produce visualizations of the
general Water Balance Model in a region. As implied
throughout the discussion, however, the visualizations
really represent guesses based on particular choices of input
data sets, the selected PE submodel, and the various
climate change scenarios. It is of central importance that
our visualization schemes make clear where the results are
uncertain, what the magnitude of the uncertainty is, and to
what it can be attributed.

Figure 4: Same as Figure 1, but using a cell display.

First, let us formally define what we mean by error and
uncertainty in the context of this work.

Definition: Error is defined as the difference between a
recorded value and its actual value. For example, a
temperature reading may be incorrectly recorded. Error can
be defined only for points in the dataset.

Aside from occasionally being able to spot errors in data
from visualizations as suggested at the end of the previous
section, our system makes no attempt to locate, visualize,
or correct for errors.

Visualizations are constructed by gridding the raw data and
feeding the resulting gridded data into various computer
realizations of mathematical models of natural phenomena.
Uncertainty arises from the assumptions made in the
gridding and modeling processes.

Definition: Uncertainty is an inverse measure of the
confidence we have in a quantity of interest at some
location in our visualization. Uncertainty is defined for all
points throughout a displayed region.

As a first step towards computing a measure for and
visualizing uncertainty, we recall that uncertainty enters the
visualizations in at least the following ways:

* Some of the original data sets have missing data
values in some locations and/or times. These missing
data values obviously impact the reliability of any
interpolation scheme of which they would be a part.

*  The original raw data sets vary in quality throughout
regions of the world and various time periods. Some

are better than others for a specific area of the world or
a given period of time.

e The quality of the generated gridded representations
depends on the interpolation scheme used, especially
in regions distant from actual data gathering stations.

* Once an interpolated representation is generated for
each of the required input types (temperature,
precipitation, and soil moisture holding capacities), the
data are processed by the relevant models: Potential
Evapotranspiration and, finally, the Water Balance
Model itself. Obviously the accuracy of these models
must also be taken into account when making
decisions based on visualizations produced.

Our overall goal is to utilize the data sets to feed our
models and produce visualizations that not only illustrate
resulting estimates regarding the nature of the water budget
in a region, but also convey associated uncertainty. For
example, we want to not only produce a base prediction for
a given region, but also display some indication of the
uncertainty by illustrating bounds about this reference
surface within which we expect the actual result to lie.
These bounds are generated by varying one or more of the
quantities identified above as contributors to uncertainty.
For example, we could create a surface representing a
reference result by selecting the L&W base temperature
climatology, the L&W base precipitation corrected
climatology, and the Dunne and Willmott soil water
capacity data. We might then wish to compare this
reference result with that obtained from using other choices
for temperature and precipitation climatologies.

The basic approach to uncertainty visualization begins with
computation of a reference result surface. By varying our
choice of raw data sets, gridding schemes, and so forth, we
generate several other surface representations of the Water
Budget throughout the region. From these other
representations, we can compute minimum and maximum
values at gridded surface locations and other statistical
quantities. Several possibilities exist for using these data to
visualize uncertainty. For example, the minimum and
maximum surfaces can be used as follows:

* The simplest approach is to draw minimum and
maximum surface representations in a color visually
distinct from that used for the reference surface. Large
gaps between the surfaces highlight areas of high
uncertainty.

*  When working with large areas, this simple approach
oftentimes makes it difficult to isolate internal areas of
uncertainty. Therefore, we have developed several
alternatives such as displaying bars at the grid
locations whose lengths are determined by the
minimum and maximum values.

*  Recalling that the raw data we are analyzing consist of
temperature, precipitation, and soil data, and that we
require an intermediate potential evapotranspiration
model, we note that there are uncertainties separably



assignable to each of these four quantities. We can use
a variation of the bar display method just discussed to
display the uncertainty associated individually with
each of these uncertainty sources at each grid location
(Figure 5a). This approach is similar to an approach
that Onstad et al. [20] utilized to display multivariate
data.

Figure 5(a): A display of four uncertainty bars (red:
temperature, blue: precipitation; green: soil; cyan: PE)

*  This “four bar” approach can result in displays that are
too visually cluttered for large areas. Two possible
solutions we have developed are:

°°  Show bars for one uncertainty source at a time

(Figure 5b).

Use a completely different encoding based on
mapping the uncertainty associated with
temperature, precipitation, and soil moisture
holding capacity to, respectively, red, blue, and
green colors. By employing a color triangle as a
“key”, one can see based on color where the
various constituent types of uncertainty lie.
Surface areas that are black indicate areas of low
uncertainty (Figure 6).

oo

8. SCENARIO BUILDERS

In addition to selecting a reference surface based on the
above datasets, users of our visualization system can also
run several specific climate change scenarios. These
scenarios involve manipulating the base temperature and
precipitation climatologies described above using external
data sources that reflect a simulated climate change. The
climate change simulations produce temperature and
precipitation delta values which are added to the base
temperature and precipitation climatologies. The National
Center for Atmospheric Research (NCAR), the Hadley
Center (UK), and Geophysical Fluid Dynamics Laboratory
(GFDL) GCMs were selected for this study, using data
obtained from the IPCC Data Distribution Center [10].

The GCM simulations are performed on a much coarser
grid than is used by our climatology datasets. We allow the
user to select one of two methods for down-scaling the
results to the finer 1/2 by 1/2 degree climatology data
resolution:

a) Direct modification of the 1/2 by 1/2 degree
climatology grid cell value based on the predicted
change in the overlying GCM grid cell. The advantage
of this method is that it conserves the total observed
change within each GCM grid cell.  Visually,
however, this can potentially lead to discontinuities in
the data fields.

b) Inverse distance interpolation to the 1/2 by 1/2 degree
grid cell value from the nearest neighboring GCM grid
cell values. This approach does not conserve the total
observed change in each GCM grid cell, but provides a
smoother climate change data field.

Figure 5(b): Displaying only temperature
uncertainty bars.

Once the downscaling method has been selected, the user
can select a GCM and view the resulting climate change
prediction. If more than one GCM simulation is selected,
any of a variety of climate change uncertainty presentation
schemes can be used to explore the areas of variation as
well as the source of the uncertainty.

9. USABILITY

Although many interesting visualization systems have been
developed in environmental modeling and elsewhere, few
of them have been evaluated from a user standpoint. Such
an evaluation can be accomplished using the principles of
usability engineering (e.g., [16, 19]), which actively
involves users throughout the lifecycle of software design,
development, and deployment. In the field of cartography,
the notion of usability engineering has generally involved a
limited portion of the software lifecycle, a limited range of
user testing methodologies, and has simply been called
“user testing” (e.g., [9, 14, 17]). More recently,
cartographers have recognized the importance of usability
engineering [23], and studies are now being undertaken that
consider associated guidelines (e.g., [1, 6]).

We tested our system with three different types of users at
three different stages of development. Our first wave of
testing involved domain experts, individuals who were
familiar with the science and who could tell us major
functional capabilities that needed to be present. Our



second wave of testing involved usability experts who
provided considerable feedback which led to significant
changes to the interface and basic interactive gestures. After
incorporating changes suggested during these first two
testing phases, we brought in a series of decision makers.
Included in this group were a state representative and staff
members of a U.S. Representative. We met with them
individually, interviewed them to learn about how the
decision making process worked from their perspective, and
then finally posed a problem which related to water
resources and crop production strategies.

Figure 6(a): Using color mixtures to display multiple sources
of uncertainty

Obviously these decision makers did not have adequate
knowledge of the science to be able to use the system to
answer the question. We have from the start viewed our
system as fundamentally collaborative — in this case the
collaboration requires a scientist or domain expert to work
with the decision maker to work through the science and
help the decision maker combine good science with social
and political factors to arrive at good public policy. For
this wave of testing, we therefore used our own resident
climatologist (one of the authors) as the domain expert
working with the decision maker. This worked very well.

It is beyond the scope of this paper to discuss the results of
this testing in detail, but the feedback we received from the
decision makers was especially positive. They felt that they
gained considerable new insight into the use of scientific
models in general as well as climatology applications and
concepts in particular.

Figure 6(b): The color key used to interpret uncertainty

10. SUMMARY

We have described a collaborative visualization system for
decision support applications which enables decision
makers in collaboration with members of their technical
staff and/or scientists to compute and visualize simulated
water budgets for any region of the world. Moreover, we
provide decision makers with the ability to see the extent
to which the results of these models are uncertain, and we
provide tools to create and analyze future scenarios
describing how potential policy decisions may affect the
water budget in some region. We provide tools to visualize
the sources of these uncertainties. The uncertainties in the
results may arise from our choice of input data (temperature
and precipitation climatologies, and soil water holding
capacity), our choice of sub-model for Potential
Evapotranspiration, our choice of GCM simulations of
climate change, or from some combination of these. We
have formally evaluated and improved the usability of the
system using well-established usability engineering
principles.

Future plans for the system include various types of
improved interpolation algorithms in both the spatial and
temporal domains. We are developing a more sophisticated
water budget model which would incorporate effects such
as snow melt. Selecting rectangular regions is oftentimes
inadequate, hence we are developing more general methods
for specifying a region of interest including selections
based on country boundaries and watershed regions.
Finally, we are pursuing improved uncertainty analysis on
several fronts, including better display methods when many
sources of uncertainty are present and possible ways to
hook the identification of uncertainty to decision making
strategies to help a decision maker cope with uncertainty in
scientific models.
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