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Abstract—Synthetic aperture radar tomography (SARTom) is the natural extension of SAR interferometry to solve for multiple phase centers within a resolution cell and obtain the 3-D representation of a scene. This paper deals with the determination of the minimum number of tracks required to perform SARTom. Through the prolate spheroidal wave functions, the number of equivalent targets of a volumetric source is derived, and from it, the minimum number of observations required to apply subspace superresolution methods is computed. The minimum tomographic aperture length is also investigated. The results are validated on real data acquired in L-band by the experimental SAR system of the German Aerospace Center.

Index Terms—Synthetic aperture radar tomography (SARTom), superresolution, system dimension.

I. INTRODUCTION

SYNTHETIC aperture radar tomography (SARTom) is an imaging technique that allows multiple phase center separation in the vertical (height) direction, leading to a 3-D reconstruction of the imaged scene. It is performed after standard 2-D SAR processing and operates on a stack of coregistered SAR images. Retrieval of volume structure information (e.g., for forest classification) and the solution of the layover problem are two of the most promising applications.

SAR interferometry (InSAR) [1], [2] is a first step toward 3-D imaging, but it only allows the recovery of information related to the mean phase center of all the targets present in a resolution cell. Polarimetric SAR interferometry (PolInSAR) [3] allows a phase center separation between targets within a resolution cell if their polarimetric behavior is different, but it fails to resolve them when they exhibit the same scattering mechanism. In this context, SARTom enhances the information extraction and allows one to obtain a complete 3-D representation of the scene. In [4], the first demonstration of airborne SARTom, using Fourier beamforming techniques, has been carried out, and the main constraints in terms of resolution and ambiguity rejection have been analyzed. The desired resolution specifies the length of the tomographic aperture $L_{tomo}$. On the other hand, the ambiguity height $V_{amb}$ defines the baseline $d$ between the acquisitions (flight tracks). For the sake of simplicity, a linear regularly distributed acquisition geometry is assumed. The number of required tracks in order to obtain the desired performance is

$$N = \frac{L_{tomo}}{d} + 1. \quad (1)$$

Considering now the typical acquisition geometry of airborne systems (e.g., the Experimental SAR (E-SAR) system of the German Aerospace Center (DLR) [6]), it has been demonstrated [4] that for 2–3 m resolution in height a number of acquisitions ranging between $N = 13$ and $N = 20$ is required.

This large number of tracks required for SARTom makes it an expensive and, for a large volume thickness, an unfeasible task. A reduction on the number of passes is of fundamental importance in order to exploit tomography for future spaceborne missions. In [7] and [8], the potential of spaceborne SARTom has been experimentally demonstrated and the possibility to extend it to the 4-D case, based on the theory described in [9] (the so-called differential tomography) by adding the time dimension, has been shown and preliminary results have been presented in [10] and [11].

In recent years, it has been shown that extending direction of arrivals (DOAs) estimation techniques [12] to SARTom [13], [14], the Fourier resolution can be overcome, and therefore, it is supposed that the length of the synthetic aperture can be reduced without impacting the system capability to solve for targets in the height direction. This reduction will result in less flight tracks to be performed. In [4], the horizontal baseline $d$, required to avoid ambiguities, is defined as

$$d \leq \frac{\lambda r_0}{2V_{amb}} \tan(\theta_0) \quad (2)$$

where $\lambda$ is the wavelength, $V_{amb}$ is the expected volume height, $r_0$ is the slant range distance, and $\theta_0$ is the look angle of the central track to the volume center.

In this paper, the minimum system dimension for SARTom is investigated for the case when subspace methods are applied to generate 3-D images. The conventional method to estimate the minimum number of tracks based on Fourier beamforming is not applicable in our case because of the different resolution that subspace methods can offer. More precisely, subspace methods can be applied if some minimum requirements in terms of signal and noise subspace are guaranteed. A useful mean to evaluate the expected dimension of such subspaces for band limited signals (as in the case of SARTom [4]) consists of the prolate spheroidal wave functions [22].
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This paper is organized as follows. In the next section, the problem will be formulated and a brief explanation on the use of the MUSIC algorithm for SARTom will follow. In Section III, a model of a distributed source extended within the volume \( V \) is described, and in Sections IV and V, the minimum number of tracks and the minimum tomographic aperture length for subspace methods are derived. In Section VI, numerical simulations will clarify the theoretical analysis, and in Section VII, the developed theory will be applied on experimental data acquired in L-band by the E-SAR system of the DLR. Section VIII summarizes this paper content.

II. PROBLEM FORMULATION

The information content of a SAR resolution cell is the projection of the 3-D scattering contributions into a 2-D plane. The lost dimension is related to the height of the scatterers that are concurring to form the radar echo that will be compressed into the resolution cell. Assuming that the scattering mechanism verifies the Born approximation, after standard 2-D SAR processing [15], the information content of a resolution cell for the range-azimuth coordinate \((r, a)\) can be written as

\[
s(r, a) = \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \gamma(\theta) \exp \left( j \frac{4\pi \lambda}{r} \right) d\theta
\]

where \( \gamma(\theta) \) represents the complex reflectivity function of point scatterers located at a distance \( r \) from the sensor in the direction \( \theta \) from the track position (see Fig. 1). Obviously, there is a direct relation between the height of the scatterer, and the angle \( \theta \) once \( r \) is defined.

Considering now a finite number of scatterers \( N_s \) within the range of \( \theta \in [\theta_{\text{min}}, \theta_{\text{max}}] \), it is possible, by means of a matrix formulation, to represent the ensemble of the signals acquired by the tomographic constellation as

\[
x = A\gamma + n
\]

where \( x \in \mathbb{C}^N \) represents the set of the \( N \) focused signals for a \((r, a)\) position, \( A \in \mathbb{C}^{N \times N_s} \) contains the so-called steering vectors \( a(\theta) \in \mathbb{C}^N \)

\[
a(\theta) = \exp \left( j \frac{4\pi \lambda}{r} \right)
\]

with \( r(\theta_i) = [r_1(\theta_i), \ldots, r_N(\theta_i)] \) denoting the distances between the scatterer located at \( \theta = \theta_i \) and the array of SAR sensors; \( n \) represents an additive noise components.

There are several noise sources related to these kind of acquisitions. One of the most severe, particularly when vegetated areas are imaged with repeated passes, is provoked by the temporal decorrelation between the acquisitions themselves.

It is well known that in order to estimate the DOAs of the \( N_s \) scatterers, the MUSIC algorithm [16] represents one of the most important tools. The basic idea behind the algorithm is to define two subspaces: signal and noise subspace. After that, operating on the steering vector, it is possible to scan a functional that represents the projection of the steering vectors themselves into the noise subspace. If the steering vector is matching a direction where a scatterer is located, then its projection into the noise subspace will be zero. The functional of the MUSIC algorithm is defined by the inverse of this projection

\[
P_{\text{MU}}(\theta_i) = \frac{1}{a^H(\theta_i)E_NE_N^H a(\theta_i)}
\]

where \( H \) stands for conjugate transpose and \( E_N \) is an \( N \times (N - N_s) \) matrix whose columns are the eigenvectors of the sample covariance matrix that span the noise subspace.

Since in reality, point-like responses are not common and, particularly for SARTom, the great interest is given by volumetric structures; in the next section, a distributed source model is introduced to define an equivalent number of sources that could be employed to define the dimension of an effective signal space [18], [19] and, consequently, to derive the expression of the number of tracks required to image this kind of sources.

The MUSIC algorithm has been successfully used for SARTom applications [14]. The results over forested areas agree with the analysis [20] in the field of sonar applications that involve distributed sources. In particular, the application of the MUSIC algorithm allows a first estimation of the mean phase center of the volumetric target and its width. The MUSIC algorithm is often defined as a pseudobeamforming technique because, for radar applications, it gives information related to the position of the phase centers of the scatterers, rather than a measure of their backscattered power. For this reason, once the number of phase centers \( N_s \) is defined, only the first \( N_s \) peaks of the response have relevance. In order to design a tomographic constellation, when such subspace methods are used, it is of fundamental importance to evaluate the expected behavior of the eigenvalues of the covariance matrix as we shall see in the next sections.

---

1The Born approximation represents the total scattered field as the superposition of the scattered fields generated by the single scatterers, neglecting the interactions between the scatterers themselves.
In [18], it has been shown that, if a uniform distribution is assumed, the widest spread of the signal energy among the dominant eigenvalues is achieved. This implies that a uniform distribution represents the worst case scenario. For this reason, two uniformly distributed scatterers with their main phase centers located on the density peak of the canopy and on the ground, respectively, will be assumed (see Fig. 2). The distribution of a uniformly distributed scatterer will be

\[ P_i(\theta) = \alpha_i \begin{cases} \frac{1}{2\Delta_i}, & \text{if } |\theta - \theta_i| \leq \Delta_i \\ 0, & \text{otherwise} \end{cases} \]

where \( i = 1, 2 \) (canopy, ground) and \( \theta_i \) indicates the angle related to the position of the mean phase center of the \( i \)th scatterer, \( \Delta_i \) corresponds to half of its extension in radians, and \( \alpha_i \) is a constant term.

### IV. Minimum Number of Tracks

Following [18] and [19], it is possible to analyze the effective dimension of the signal space of the volumetric target defined in the previous section. Due to the Born approximation, the two distributed scatterers are assumed to be uncorrelated to each other, and therefore, the sample covariance matrix can be written as

\[ R = \sum_{i=1}^{2} R_i = R_1 + R_2 \]

where \( R_{1,2} \) are the sample covariance matrices related to the canopy and the ground, respectively. The effective rank of \( R \) gives the number of effective sources \( N_{efs} \), and it is upper bounded by

\[ \text{rank}(R) \leq \text{rank}(R_1) + \text{rank}(R_2) \]

where \( \text{rank}(\cdot) \) means effective rank.

At this point, this paper will be focused on the estimation of the number of effective sources of a single uniformly distributed scatterer. When this task will be solved, one would only need to perform the analysis for the canopy and the ground component separately, and then, the global \( N_{efs} \) will be given by the sum of the two estimated dimensions. In fact, we shall see (Appendix A) that the worst case scenario will converge to a single uniformly distributed scatterer of height \( V \).

For the following analysis, a sufficient signal to noise ratio is assumed. In term of an eigenvalue analysis (introduced in the next section), the effect of \( n \) will mainly impact the power of weak eigenvalues (that will be comparable to the noise one), increasing the noise subspace.

#### A. Number of Dominant Eigenvalues Estimation

To determine the number of dominant eigenvalues of a distributed source, a continuous acquisition along the tomographic aperture is first assumed. The concept will be then generalized to a discrete acquisition geometry in Section IV-B.
For a single contribution, the form of the generic cross correlation in a continuous acquisition case and under the model assumptions of Section III is

\[ E[x(l)x^*(l')] = \int_{-\pi}^{+\pi} \exp\left(\frac{j 4\pi (r_l(\phi) - r_{l'}(\phi))}{\lambda}\right) P(\phi) d\phi \]

\[ = \exp\left(\frac{j 4\pi (l - l') \sin(\phi)}{\lambda}\right) \frac{1}{2\Delta} \int_{\theta_0-\Delta}^{\theta_0+\Delta} d\phi \]

(11)

where \(l - l'\) is the distance between the sensors located at the coordinate \(l\) and \(l'\). Now, substituting \(\phi' = \phi - \theta_0\) with \(\phi' \in [-\Delta, +\Delta]\) and assuming \(\Delta\) small (true for typical SAR acquisition geometry), \(\sin(\phi' + \theta_0) \simeq \sin(\theta_0) + \phi' \cos(\theta_0)\) and the following equality holds:

\[ E[x(l)x^*(l')] = \exp\left(\frac{j 4\pi (l - l') \sin(\theta_0)}{\lambda}\right) \times \text{sinc}\left(\frac{4}{\lambda}(l - l') \cos(\theta_0)\Delta\right). \]

(12)

At this point, the dimension of the effective signal subspace can be estimated through an eigenvalues analysis of (12)

\[ \frac{L_{\text{tomo}}}{d} = \int_{-\frac{1}{2}L_{\text{tomo}}}^{\frac{1}{2}L_{\text{tomo}}} \exp\left(\frac{j 4\pi (l - l') \sin(\theta_0)}{\lambda}\right) \cdot \text{sinc}\left(\frac{4}{\lambda}(l - l') \cos(\theta_0)\Delta\right) \Phi_n(l') dl' = \mu_n \Phi_n(l). \]

(13)

In [4], the band limited nature of the tomographic signal has been demonstrated. Under this assumption, the eigenproblem (13) can be faced by means of the prolate spheroidal wave functions [22]. Indeed, the eigenvalues \(\mu_n\) will have the form

\[ \mu_n = \frac{2c}{\pi} \left|R^{(1)}_{0n}(c, 1)\right|^2 \]

(14)

where \(R^{(1)}_{0n}(c, 1)\) are the radial prolate spheroidal functions and the expression of the parameter \(c\), the so-called space-bandwidth product, is given by (for further details see Appendix B)

\[ c = \frac{2\pi \Delta \cos(\theta_0)}{\lambda} L_{\text{tomo}}. \]

(15)

The most of the energy is concentrated in the first \(\left\lceil \frac{2c}{\pi} \right\rceil\) eigenvalues [22] (\(\lceil \cdot \rceil\) represents the next integer greater than the argument). Therefore, it can be concluded that for the SARTom case, the number of effective scatterers is

\[ N_{\text{efs}} = \left\lceil \frac{2c}{\pi} \right\rceil = \left\lceil \frac{4\Delta \cos(\theta_0)}{\lambda} L_{\text{tomo}} \right\rceil. \]

(16)

It is possible to observe that there is a linear relation between the tomographic aperture and the parameter \(N_{\text{efs}}\), because the larger the aperture, the more uncorrelated will be the signal sampled by the different acquisition tracks. In Section VI, a practical description of this characteristic will be presented.

B. Noncontinuous Acquisition Case: SARTom

In the previous section, an analysis related to a continuous acquisition geometry of sensors distributed along the tomographic aperture has been carried out. Now, in order to extend such an analysis to the SARTom case, a discrete acquisition geometry has to be assumed. A continuous acquisition can be seen, at the limit, as the one that would result from an infinite sampling frequency along the tomographic aperture. Indeed, this oversampling along the tomographic aperture axis, allows one to describe the decay of the eigenvalues through the prolate spheroidal wave functions (Fig. 3).

Starting from a continuous acquisition, a decrease of the system dimension (\(d\) increases) will not affect the shape of the behavior presented by the eigenvalues because, due to the fact that only eigenvalues with negligible energy are discarded, the amount of information does not change. This is true until \(N - 1\) is approaching \(N_{\text{efs}}\). In this case, we have

\[ \frac{L_{\text{tomo}}}{d} = \frac{4\Delta \cos(\theta_0)}{\lambda} \]

(17)

Therefore

\[ d = \frac{\lambda}{4\Delta \cos(\theta_0)}. \]

(18)

Now, defining \(V_{\text{plos}}\) as the volume height in the direction perpendicular to the line-of-sight (PLOS), it results that

\[ \Delta = \frac{V_{\text{plos}}}{2r_0} \]

(19)

\[ \sin(\theta_0) = \frac{V}{V_{\text{plos}}}. \]

(20)

With simple derivation, it is possible to demonstrate that (18) is equal to (2). In Fig. 3, the typical behavior of the eigenvalues is depicted, and \(N_{\text{efs}}\) is represented.

This result is consistent to the fact that the \(N_{\text{efs}}\) known as the Shannon number and represents the number of sampling points spaced by the Nyquist distance \(d\) [21]. A direct consequence of (17) is that \(N \geq N_{\text{efs}} + 1\). If \(N\) is large enough to represent the first weak eigenvalue that is the goal of our analysis in order to guarantee the existence of the smallest effective noise subspace, the continuous analysis can be extended to the discrete case. Therefore, an oversampling along the tomographic aperture is required. We shall see in the next
section that this drawback is compensated by a strong reduction of the minimum required tomographic aperture length that subspace methods require.

In addition, the continuous case will allow the closest estimation of the actual \( N_{\text{efs}} \) for the chosen value of \( L_{\text{tomo}} \) (due to the oversampling) that is one of the most important parameters to consider if going for a system reduction.

In order to allow the system to describe the viewed volume, no underestimation of the effective signal subspace is allowed. Indeed, no dominant eigenvalues have to be excluded. Therefore, the maximum distance between tracks \( d_{\text{Nyq}} \) can be exploited in order to obtain a starting candidate for the minimum number of tracks. As explained, spacing the tracks with \( d = d_{\text{Nyq}} \) implies that only the eigenvalues that have magnitude close to one can be viewed; therefore, it will be necessary to reduce \( d \) to represent also eigenvalues with important magnitude and the effective noise subspace. Hence, it has to be guaranteed that through the eigenvalues decomposition the following conditions for \( N \) holds:

\[
N = N_{\text{efs}} + M \quad \text{(21)}
\]

\[
\min \frac{\mu_{N-1}}{\mu_0} \simeq 0 \quad \text{(22)}
\]

where \( M \) is an integer value greater than one, and \( \mu_0 \) and \( \mu_{N-1} \) are the strongest and the weakest eigenvalues, respectively. The tables in [23] will allow one to identify these parameters. Condition (22) means that we are considering the smallest system dimension because only one eigenvalue will be related to the noise subspace. It is understood that large temporal decorrelation between the acquisitions will impact the eigenvalues’ behavior and reduce the information content of the data. For this reason, SARTom cannot be applied when the temporal baseline is large and the imaged scene is changing significantly between the acquisitions.

Until now, the length of the tomographic aperture has been assumed as known. In the next section, boundary conditions in order to define it are described.

V. MINIMUM TOMOGRAPHIC APERTURE LENGTH

First of all, it is necessary to describe how the effective signal subspace dimension related to the two main contributions of the canopy and the ground can be estimated. In Appendix A, it is shown how the analysis carried out for a single uniformly distributed source is still a worst case scenario if the two distributed sources do not overlap and are within the volume height \( V \) (model assumptions). Therefore, a single uniformly distributed scatterer will be assumed. Despite the fact that for SARTom the overlap hypothesis is not realistic, in Appendix C derivations related to this case are reported for completeness.

The tomographic aperture dimension is given by (1), where the Nyquist criterion is playing an important role in the choice of the baseline. In order to determine the minimum number of tracks required to represent the volume, the smallest value of \( L_{\text{tomo}} \) and, consequently of \( c \) [see (15)], has to be identified.

Since the minimum number of dominant eigenvalues that one wants to retrieve is \( N_{\text{efs}} = 2 \) (ground, canopy components from the model assumptions of Section III), this implies from (16) that

\[
c > \frac{\pi}{2}. \quad \text{(23)}
\]

Referring now to (15), it is possible to write the expression of \( L_{\text{tomo}} \) as

\[
L_{\text{tomo}} > \frac{\lambda}{4\Delta_{\text{min}} \cos(\theta_0)} \quad \text{(24)}
\]

where \( \Delta_{\text{min}} \) is the half of the minimum angular dispersion (where the two sources have to be located) and has the expression

\[
\Delta_{\text{min}} = \frac{h_{\text{min}}}{r_{\theta} \sin(\theta_0)} \quad \text{(25)}
\]

where \( h_{\text{min}} \) is the minimum height where the two sources are located. It is interesting to observe that with simple substitutions the minimum length of the tomographic aperture becomes

\[
L_{\text{tomo}} > \frac{\lambda r_{\theta}}{2h_{\text{min}} \tan(\theta_0)} \quad \text{(26)}
\]

that together with (18) constitutes the link of this section to [4] with the exception that \( h_{\text{min}} \) takes the place of the Fourier tomographic resolution \( \rho_F \). It is important to remark that for subspace methods, it is not possible to find a direct expression for the resolution, because it depends on the data itself. At the same time, it is useful to find a link between the Fourier resolution and the minimum height \( h_{\text{min}} \) in order to evaluate the impact of the system reduction. Without loss of generality, it can be said that within a volume height of \( 2\rho_F \) two main contributions whose distance corresponds to \( \rho_F \) have to be identified (see Fig. 4). Therefore, once a reference resolution has been defined, the correspondent \( h_{\text{min}} \) and the minimum length \( L_{\text{tomo}} \) can be identified.

VI. NUMERICAL EXAMPLES

In order to clarify the previous analysis, three examples involving airborne and spaceborne systems operating with different frequencies will follow.
A. Airborne Case: L-Band

The scene to be viewed consists of a volume of a maximum height in the PLOS direction of 30 m. The master track of the tomographic constellation is located in the center of it, and its height above ground is $H = 3200$ m, the slant range coordinate related to the center of the scene is $r_0 = 4500$ m (refer to Fig. 1). The frequency used is L-band corresponding to a wavelength $\lambda = 2.4$ cm. With this geometry, the minimum allowed baseline is around $d_{\text{Nyq}} = 25$ m (2).

Now, the minimum length of the tomographic aperture has to be determined. Proceeding as in Section V, defining an equivalent Fourier resolution of $\rho = 3$ m in the PLOS direction (and $\rho_F = \rho \sin(\theta_0)$ in the vertical direction), the minimum volume height corresponds to $h_{\text{min}} = 2\rho \sin(\theta_0) = 4.3$ m. The minimum value of the tomographic aperture is $L_{\text{tomo}} = 130$ m. This aperture will allow one to view the two components when their distance is 3 m in PLOS. The system dimension at this point is determined with the help of the maximum volume height, which is related to the maximum number of effective sources that the system will need to represent. From $d_{\text{Nyq}}$, it is already possible to say that the number of acquisitions has to be greater than six, but precise boundary conditions are obtained computing the value of $c$ (15) for the maximum PLOS volume height of 30 m that is $c = 8$. Now, referring to the tables [23] and to the conditions (21) and (22), a minimum number of acquisition of $N = 8$ results. Therefore, the required baseline will be approximately $d = 18$ m.

Comparing now this geometry with the one obtained by means of Fourier-based techniques, we obtain for the later one, a minimum tomographic aperture of 250 m with at minimum $N = 11$ tracks, because of $d_{\text{Nyq}}$. It is worth to mention that, due to the limited resolution inherent to the Fourier beamformer when compared with subspace methods, a few tracks are added for reducing the baseline value in order to ensure stable ambiguity rejection. In fact, in [4], $N = 13$ passes have been flown in order to allow the system to perform as in this example.

Now that the constellation has been defined, an analysis of eigenvalue diagrams generated from (12) is carried out. Fig. 5(a) shows the eigenvalue diagram that results for the assumed $h_{\text{min}}$. It is possible to observe that most of the energy is concentrated in the first two eigenvalues, as expected. Thus, the dimension of $L_{\text{tomo}}$ is sufficient to identify the two main contributions. Fig. 5(b) shows the situation when the maximum volume (of 30 m in the PLOS direction) is viewed by the tomographic constellation. The increase of the dominant components is a consequence of the fact that when a volume with the maximum height is viewed, the number of effective sources increases. In this particular case, it is possible to observe that most of the energy is concentrated in the first two eigenvalues, as expected. Thus, the dimension of $L_{\text{tomo}}$ is sufficient to identify the two main contributions. Fig. 5(b) shows the situation when the maximum volume (of 30 m in the PLOS direction) is viewed by the tomographic constellation. The increase of the dominant components is a consequence of the fact that when a volume with the maximum height is viewed, the number of effective sources increases. In this particular case, it is possible to observe that from two main sources, six dominant eigenvalues represent the effective signal space [see (16)]. It is important to observe that for the minimum volume the main objective is to extract two main contributions, on the other hand, for the maximum volume, the minimum number of tracks has to allow the recovery of an effective noise subspace of dimension one. In other words, for this last case, all the eigenvalues with negligible magnitude, except one, can be discarded.

Referring to these geometry parameters, it is now possible to show how the number of dominant eigenvalues depends on the length of the tomographic aperture (cf., Section IV-A). For
Fig. 6. Minimum angular separation simulation. The results are obtained by means of the MUSIC algorithm for the reduced acquisition geometry case. (a) Processing result and (b) eigenvalue diagram.

Fig. 7. Eigenvalue behavior when the Nyquist boundary condition is not respected. (a) $L_{\text{tomo}} = 99$ m with $d = 33$ m and (b) $L_{\text{tomo}} = 208$ m and $d = 26$ m.

this reason, the maximum volume has been viewed by a constellation of $N = 15$ tracks, spaced by a baseline $d = 18$ m obtained by previous analysis. Fig. 5(c) shows the correspondent eigenvalue diagram. Comparing Fig. 5(b) with Fig. 5(c), one can observe that despite of no change in the structure has been introduced, the increase of the tomographic aperture represents the same structure with a larger number of effective sources than before.

In Fig. 5(d), the value of $2c/\pi$ [from which the value of $N_{\text{efs}}$ can be computed (16)], for different tomographic aperture behavior is represented as a function of the volume height. It is important to observe that the chosen aperture corresponds to the minimum aperture that can represent two dominant eigenvalues which are within a PLOS volume height of 6 m. As the PLOS volume height is greater than 6 m, the second eigenvalue starts to have nonnegligible energy.

In order to show that with this constellation, two contributions within $2\rho$ can be separated, a simulation has been carried out. The signal related to several point sources (more than the number of tracks) located within a PLOS volume height of 6 m and acquired by the reduced constellation have been processed by means of the MUSIC algorithm. The density of the sources increases around two peaks that have a height difference of 3 m in PLOS. The sample covariance matrix has been built with 1000 snapshots. The result is shown in Fig. 6(a). It is possible to note that the locations of the phase centers are correctly recovered despite of the system reduction. Fig. 6(b) shows the relative eigenvalue diagram. As it is possible to see, most of the energy is concentrated in the first two eigenvalues, despite the higher number of scatterers, as expected from the theoretical analysis.

Another aspect that is worth to describe is related to the eigenvalues behavior when the maximum distance between tracks given by (18) is not respected. In Fig. 7, the eigenvalues behavior is reported for the tomographic aperture dimensions of $L_{\text{tomo}} = 99$ m and 208 m acquired with a baseline of $d = 33$ and 26 m, respectively. The maximum Nyquist distance is $d_{\text{min}} = 25$ m. The impact of aliasing in the acquisition of the data corresponds to eigenvalue diagrams that do not converge to zero.

It is understood that after the geometry has been determined, a feasibility analysis related to the baseline dimension and the tomographic aperture length has to be carried out in order to match the SAR processing requirements. In particular, the impact of temporal decorrelation has to be considered during the planning of the campaign in order to allow SARTom to be applied. However, the MUSIC algorithm will perform better than the conventional Fourier beamforming due to its capability to separate the noise from the information.

B. Airborne Case: P-Band

For the case of a P-band system, operating with a wavelength of 69 cm that is viewing the same scene described in the previous section with the same constraints in terms of minimum volume height, a tomographic aperture of $L_{\text{tomo}} = 364$ m and
Fig. 8. Acquisition geometry: nominal tracks. \( N = 21 \) tracks uniformly distributed with an average baseline of 20 m along a horizontal tomographic aperture of 400 m.

\( N = 8 \) tracks spaced by \( d = 52 \) m results. It is interesting to observe that, despite the wavelength is changed, the minimum number of tracks remains the same. This is a consequence of the fact that the scene and the target separation requirements did not change. Indeed, combining (15) with (24), one could see that the value of \( c \) can be written as

\[
c > \frac{\pi}{2} \frac{\Delta_{\text{max}}}{\Delta_{\text{min}}}
\]

(27)

where \( \Delta_{\text{max}} \) corresponds to the maximum volume height. This equation shows how the minimum value of the parameter \( c \) can be defined from the scene requirements and, once it is determined, the minimum number of tracks remains constant independently on the parameters (frequency, geometry) of the observation.

C. Spaceborne Case: C-Band

For the spaceborne case, a constellation with a master track located at a height above ground of 800 km, an averaged look angle of 23\(^\circ\), and a wavelength of 5.6 cm have been considered (ERS-1 typical parameters). The minimum PLOS volume height requirement has been relaxed to 12 m. It results a constellation of \( N = 5 \) passes separated by a baseline of \( d = 550 \) m that covers an aperture of around \( L_{\text{tomo}} = 2200 \) m.

VII. EXPERIMENTAL RESULTS

The theory described in the previous section is validated on real data. The E-SAR data set has been acquired in L-band during one day in September 2006 over Dornstetten (Germany) for target detection purposes [24]. The area where the experiment took place is relatively flat and half of the region is covered by nonhomogeneous forest stands related to different species. In average the tree height ranges between 10–25 m.

The acquisition geometry is nominally a regular horizontal grid of 21 tracks with an average baseline of 20 m, resulting in a tomographic horizontal aperture of 400 m. It is possible to observe (Fig. 8) that the actual acquisition geometry is very close to the planned one, with a maximum deviation of around 4 m between nominal and planned track. In order to perform tomography, the effects of the motion deviations typical of this kind of platform have to be compensated adaptively for each height [25].

The mid-range coordinate and the value of the look angle related to the center of the scene are practically identical to the assumed scenario in the L-band airborne numerical example (\( r_0 = 4500 \) m and \( \theta_0 = 45^\circ \)).

In Fig. 9, the full polarimetric composite master image is shown. For the following analysis, the HH polarization will be considered. In order to maintain the requirements of the numerical example (minimum PLOS volume height of 6 m for the mid-range), the minimum suitable aperture length is \( L_{\text{tomo}} = 140 \) m acquired with \( N = 8 \) passes. The line depicted over the forested area in Fig. 9 shows the cut along which the tomographic processing is performed. The considered cut is at a distance of 4816 m from the sensor that corresponds to a look angle of approximately \( \theta_0 = 50^\circ \).

As shown, the behavior of the eigenvalues depends on the volume height [cf., (16)]. For a fixed value of \( N \), the maximum allowable volume height corresponds to an eigenvalue diagram as the one of Fig. 5(b), where \( N - 1 \) eigenvalues have nonnegligible magnitude, and the \( N \)th one has magnitude close to zero to allow the definition of the smallest noise subspace. These conditions permit to identify the space-bandwidth product as \( c = 8 \) from [23]. Before proceeding with the tomographic results, it is worth to check if the forest height along the chosen profile is less than the maximum allowable one. The boundary height can be computed combining (15),
(19), and (20). It results that, if the forest height along the cut is less than

\[ V = \frac{\lambda c \tan (\theta_0) r_0}{\pi L_{tomo}} = 25 \text{ m} \]  

(28)

the associated eigenvalue diagram will include also eigenvalues with negligible energy, ensuring the presence of a noise subspace. Since the forested area presents an average tree height of 15 m and a maximum one of 22 m (i.e., less than 25 m), subspace methods can be applied to perform tomography.

First, the Capon method has been applied for tomographic reconstruction [13]. All the tracks have been used for this purpose, and all the tomographic aperture length has been exploited. This nonparametric method is useful to obtain a reference image of the scene in order to validate the subsequent results obtained by means of the MUSIC algorithm. Referring to the tomogram (height-azimuth slice) of Fig. 10(a), one can observe that both ground and canopy contributions are clearly identifiable.

At this point, using the same amount of tracks, the MUSIC algorithm has been applied. Since only the maxima of the response have relevance, the dominant ones are shown in Fig. 10(b). The number of considered maxima corresponds to the number of eigenvalues having magnitude greater than ten percent of the maximum magnitude. The estimation is carried out adaptively for each snapshot. One can observe that the full aperture MUSIC response is consistent with the result obtained by means of the Capon method, and it allows one to determine the position and the extension of the two scattering components (ground, canopy).
Fig. 11. Normalized average of the profiles along azimuth of (dashed line) Fig. 10(b) and (solid line) Fig. 10(c). The two distributed components related with ground and canopy have a Gaussian shape. This result is consistent with the assumed forest model and the estimated averaged tree height corresponds to the actual one (obtained by ground measurements).

For the reduced geometry $N = 8$, the tomographic processing results are shown in Fig. 10(c). It is possible to observe that also with the reduced system, the two main contributions of the ground and the canopy are represented. Also, in this case, the dominant eigenvalues have been determined in order to perform the algorithm for each snapshot. For this case, it is interesting to observe that the averaged effective rank along the forested area is $R = 4$, and the maximum one is $R = 6$ [less than eight according to (28)].

Comparing Fig. 10(b) with Fig. 10(c), it is interesting to observe how the number of dominant components decreases proportionally with the tomographic aperture length as expected from (16). For this reason, the full system is capable to represent the forest layers with higher precision compared with the reduced one. In addition, the reduced aperture dimension increases the minimum angular separation of two close sources.

After the tomographic imaging is carried out, a validation of the chosen distributed source model can be done. Considering the full aperture MUSIC reconstruction described by the maxima and averaging them along the azimuth coordinate a representation of the presence of a scatterer for a determined height results (Fig. 11). It is possible to observe how, also with the reduced constellation, the two contributions can be clearly represented. In particular, a consistent estimation of their correspondent phase centers and widths is obtained. The presence of the two Gaussian distributions is in accordance with the model described in Section III and based on [17].

The length of the tomographic aperture has been determined in order to separate two contributions within a height of 6 m in the PLOS direction. Therefore, the detection of the position of two corner reflectors located with a PLOS height difference of around 5 m (3.5 m in the vertical direction), simulating a layover geometry (see Fig. 12), is carried out. Their response in the SAR image of Fig. 9 is represented by the bright spot inside the circle.

The results of the tomographic processing with reduced tracks are shown in Fig. 13. It is possible to observe that the relative height of the two corner reflectors can be correctly retrieved.

Since the tomographic aperture length is over dimensioned for this particular layover geometry, a further verification has shown that the two corner reflectors can still be separated with $N = 5$ passes and a tomographic aperture of only $L_{\text{tomo}} = 80$ m, as expected from (26).

Fig. 12. Layover geometry. Two corner reflectors have been placed in a way that their response falls within the same range resolution cell. The vertical distance of the two phase centers is approximately 3.5 m.

Fig. 13. Layover solution with the reduced tomographic aperture. (Solid line) MUSIC response and (dashed line) two maximum peaks.

VIII. CONCLUSION

In this paper, a detailed study on the dimension of a tomographic acquisition geometry has been carried out. The main parameters: minimum number of tracks, distance between the tracks and minimum tomographic aperture length have been determined. It has been shown that the identification of the effective signal and noise subspaces allows one to perform an
analysis that leads to the estimation of the equivalent number of sources that the system has to solve when a distributed scatterer is viewed. Once the structure model has been defined, the analysis consists in the identification of the dominant components of the tomographic band limited signal; this task has been solved by means of the prolate spheroidal wave functions.

On the one hand, the knowledge of the minimum angular dispersion allows, by means of the related eigenvalues’ behavior, to identify the minimum tomographic aperture length. On the other hand, the maximum angular dispersion identifies the minimum number of tracks and, consequently, the maximum baseline allowed to represent the smallest noise subspace.

The validation with the real data acquired by the E-SAR system of the DLR showed that, when subspace methods are applied, the proposed system reduction allows one to recover the same amount of information, as in the full acquisition case.

APPENDIX A
GROUND AND CANOPY CONTRIBUTIONS

The generic element of the covariance matrix [see (9)], under the independence assumptions can be written as

$$E \left[ x(l)x^*(l') \right] = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \exp \left( j \frac{4\pi}{\lambda} (r_l(\phi) - r_{l'}(\phi)) \right) P(\phi) d\phi$$

$$= \sum_{i=1}^{2} \alpha_i \int_{\theta_i - \Delta_i}^{\theta_i + \Delta_i} \exp \left( j \frac{4\pi}{\lambda} (l - l') \sin(\phi) \right) \frac{1}{2\Delta_i} d\phi$$

$$= E \left[ x_c(l)x_c^*(l') \right] + E \left[ x_g(l)x_g^*(l') \right]$$

(29)

where the amplitude difference between the two sources has been neglected. Applying the derivations of Section IV-A for the last two terms and noting that \( L_{\text{tomo}} \) is the same for the two distributed scatterers, the value of \( c \) is given from

$$c = \frac{2\pi \Delta_c \cos(\theta_1)}{\lambda} L_{\text{tomo}} + \frac{2\pi \Delta_g \cos(\theta_2)}{\lambda} L_{\text{tomo}}$$

$$\simeq \frac{2\pi}{\lambda} L_{\text{tomo}} (\Delta_c + \Delta_g) \cos(\theta_0)$$

$$= c_1 + c_2$$

(30)

where \( \Delta_c \) and \( \Delta_g \) are the angular dispersion of the canopy and the ground, respectively. Due to the assumed forest model, the greatest value of \( c \) is directly proportional to \( \Delta_c + \Delta_g \) that is upper bounded by \( \Delta \). Introducing the parameter \( N_{\text{efs}}^c \) as

$$N_{\text{efs}}^c = N_{\text{efs}}^c + N_{\text{efs}}^g = \left[ \frac{2(c_1 + c_2)}{\pi} \right]$$

where \( N_{\text{efs}}^c \) and \( N_{\text{efs}}^g \) are the numbers of dominant eigenvalues contribution of the canopy and the ground, respectively, it is easy to see that the analysis carried out for a single uniformly distributed source produces, under the model assumptions, the widest spread of the signal energy among the dominant eigenvalues components. Therefore, it is sufficient to assume that the scene consists of a single uniformly distributed scatterer.

APPENDIX B
SPACE-BANDWIDTH PRODUCT DERIVATION

One of the most important points of this paper is related to the space-bandwidth product \( c \). This appendix shows the derivation that led to (15). For the SARTom case, the eigenproblem to be solved is

$$+ \frac{\ell_{\text{tomo}}}{2} \int \exp \left( j \frac{4\pi}{\lambda} (l - l') \sin(\theta_0) \right) \phi_n(l') dl' = \mu_n \Phi_n(l).$$

(32)

Defining now

$$\Omega = \frac{4\pi}{\lambda} \cos(\theta_0) \Delta$$

(33)

$$\Phi_n(l) = \exp \left( j \frac{4\pi}{\lambda} \sin(\theta_0) S_{0n}(l) \right)$$

(34)

where the functions \( \Phi_n(l) \) are the modulated prolate spheroidal wave functions [19] and \( S_{0n}(l) \) are prolate spheroidal wave functions, it is possible to write (32) (neglecting some constant factors) as

$$+ \frac{\ell_{\text{tomo}}}{2} \int \sin \left( \Omega(l - l') \right) S_{0n}(l') dl' = \mu_n S_{0n}(l)$$

(35)

that is the expression analyzed in [22] where the space-bandwidth product is defined as

$$c = \frac{\Omega L_{\text{tomo}}}{2}.$$ 

(36)

Therefore, (15) results from (36) and (33).

APPENDIX C
OVERLAP CASE

If now, the hypothesis of no overlap between the different scatterers contributions is discarded, the expression of the main parameters will linearly change. It will be supposed that the angular dispersion of the ground component cannot be greater than the one of the canopy and that the phase center of the
In formulas
\[
\begin{aligned}
\Delta_c & \geq \Delta_g \\
2\Delta_c + \Delta_g & = 2\Delta
\end{aligned}
\]  
(37)
the maximum overlap will result when \(\Delta_c = \Delta_g\). Therefore
\[
\Delta_c = \frac{2}{3}\Delta
\]
(38)
\[
\Delta_c + \Delta_g = \frac{4}{3}\Delta.
\]  
(39)

It is important to observe that \(\sum_i \Delta_i\) will not change the volume sector \(\Delta\) since the height of the volume remains the same, its impact is related to the assumptions on the scatterer structure. Therefore, the value of the maximum baseline will not change. Defining now
\[
\beta = \frac{\Delta_c + \Delta_g}{\Delta} \leq \frac{4}{3}
\]  
(40)
we have that
\[
N_{\text{efb}}' = \beta N_{\text{efs}}
\]
(41)
\[
L_{\text{tomo}}' = \beta L_{\text{tomo}}.
\]  
(42)

The impact of this new model structure will be on \(N_{\text{efb}}\) and consequently on \(L_{\text{tomo}}\) since, as shown, the greater the tomographic aperture, the larger the number of viewable dominant eigenvalues.

At this point, since the baseline length did not change, it is necessary to proceed as in Section V and refer to (21) and (22) to determine the minimum system dimension. For the example reported in Section VI-A the number of required passes is \(N = 9\).

It is also possible to extend the overlap case to an arbitrarily number of sources that overlap for the half of their extension, in this case the parameter \(\beta\) will be limited by \(\beta \leq 2\).

It is worth to remember that the overlap case is more a theoretical generalization rather than a realistic one, because, due to the nature of the scatterers themselves that cannot occupy the same position within the 3-D volume, the model described in Section III is sufficient to describe the structure.
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