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ABSTRACT

A new caption text extraction algorithm that takes full
advantage of the temporal information in a video sequence
is developed. By detecting the (dis)appearance of caption
text in a video stream, we first identify video segment that
contains the same caption text. Then using the gray-level
vector traced across the segment as the feature vector for a
pixel point, we can clearly separate a caption pixel from a
background pixel for the entire segment.

1. INTRODUCTION

Due to the rich information contained in caption text,
video-caption based methods are increasingly used for
efficient video content indexing and retrieval in recent
years. Caption text routinely provides such valuable
indexing information as scene locations, speaker names,
program titles, sports scores, dates and time. Compared
with other video features, information in caption text is
highly compact and structured, thus is more suitable for
video indexing.

However, extracting captions embedded in video
frames is a difficult task. In comparison to OCR for
document images, caption extraction and recognition in
videos involves several new challenges [10]. First,
captions in videos are often embedded in complex
backgrounds, making caption detection much more
difficult. Second, characters in captions tend to have a
very low resolution since they are usually made small to
avoid obstructing scene objects in a video frame.

Therefore, the character quality in a video frame is too low
to be processed by a conventional OCR system directly. In
addition, popular lossy compression methods such as
MPEG often lower the image quality even further.

In order to overcome these difficulties, new text
detection and extraction methods have been developed
recently. They are generally grouped into three categories
-- connected component methods [5][6][8][15], texture
classification methods [7][14], and edge detection
methods [1][2][4][10][12]. The connected component
methods detect text by extracting the connected
components of monotonous color that obey certain size,
shape, and spatial alignment constraints. The texture-based
methods treat the text region as a special type of texture
and employ conventional texture classification method to
extract the text. Recently, edge detection methods have
been increasingly used for caption extraction due to the
rich edge concentration in characters.

Many of the existing works deal with text extraction in
static images [4][6][9][14][15]. Even though some address
text extraction in video frames, they usually treat each
video frame as an independent image [1][5][8][13]. When
temporal information are utilized, they are used only for
text enhancement through multi-frame averaging or time-
based minimum pixel search [7][8][10][11]. These
approaches require text detection and localization for
every frame of a video, and careful caption blocks tracing
and matching are needed between each frame pair for
multi-frame enhancement. After all the processing,
temporal information is still not fully utilized.

In this paper, we propose a new text extraction method
that takes full advantage of the temporal information in a
video sequence. First, by detecting the appearance and
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disappearance of caption text [3], we identify video
segment that contains the same caption text. Then using
the gray-level vector traced across the video segment as
the feature vector for a pixel point, we distinguish a
caption pixel from a background pixel. For a caption pixel,
the vector should have a stable intensity. For a background
pixel, the vector should change significantly over the same
period. Such an approach can utilize all the temporal
information in the video segment without requiring the
time-consuming text detection and tracing for every frame
in the segment.

2. CAPTION (DIS)APPEARANCE DETECTION

In order to obtain the temporal feature vector, we need to
segment the video sequence into segments that contain the
same caption text. First, we can use a conventional shot
boundary detection technique to segment a video sequence
into camera shots. Since there is relatively small change in
content between adjacent frames within each shot, it
should be easier to detect the caption changes within a
shot.

We use the metric, quantized spatial difference density
(QSDD), to detect the caption transition frame [3]. We
first compute the direct difference between two neighbor
frames. We observe that a small movement of a scene
between adjacent frames produces many residual edge
pixels at object boundaries in the difference image. A
direct summation of these edge pixels may result in a
value higher than that caused by caption transition.
Fortunately, most of these edge pixels are sparsely
distributed, while the residual pixels produced by the
caption are highly concentrated because of the dense
stroke pattern of characters. So we compute a feature that
can measure the residual pixel density distribution.

The QSDD metric is defined by a two-step thresholding
of the difference image between a pair of adjacent frames.
We first compute the difference between a pair of adjacent
frames. For each pixel with a difference value higher than
a binarization threshold, the value 1 is assigned to the
same location in a binary difference map. Otherwise the
value 0 is assigned. The binary map is then uniformly
partitioned into a number of small blocks. A block is
labeled as Significant Change (SC) block if the summation
of binary values in the block exceeds a second threshold.

Then the QSDD metric simply counts the number of SC
blocks. Since the caption residual pixels are closely
distributed in the difference image, they tend to produce
more blocks with significant changes. Therefore, the
difference image at a caption transition tends to produce a
high QSDD value, thus can be identified. Finally, to check
whether there is a caption transition at a shot boundary, we
compare the caption regions in the two frames right before
and after the shot boundary. If they are the same, then no

caption transition happens. Otherwise, we consider them
as two different captions.

3. TEMPORAL FEATURE VECTOR

Within a video segment that contains the same caption, if
we trace the gray level of each pixel across the whole
segment, we can obtain a vector describing the gray scale
change of the pixel during the period. For a pixel on the
caption, such a vector should have fairly constant values.
For a pixel at the background, the vector may vary over a
wide range of values. Such a vector can thus be used as
feature vector to classify the two types of pixels.

Figure 1 shows some sample frames of a video segment
containing the same caption text. As we can see, the
background varies significantly over the period, thus
produces very different clarity of the characters in
different frames. A simple averaging may not always
produce better results since the character can have similar
averaging value to the background. If a minimum
operation is used, some pixels on a character may be lost
because of random noise thus reducing the already low
quality of the character.

By using the temporal gray-scale vector as a feature
vector, we retain all the information that can distinguish a
caption pixel from a background pixel. To illustrate the
vector difference between the caption and background, we
use the principal component analysis method to compress
the vector then show the first three principal components
in Fig. 2. Figure 2 (a, b, c) show some sample frames from
the original video sequence and (e, f, g) are the first three
principal components computed from the feature vector.
Figure 2 (d) illustrates the three principle components in a
3-D coordinates with each point in the 3-D space
corresponds to a pixel in the video frame. We can clearly
see that the caption pixels and background pixels do not
overlap with each other. Using a simple classifier we can
easily classify the two class of pixels. Some results are
shown in Fig. 2 (h).

4. SUMMARY

In this paper, we describe a caption text extraction
approach that takes full advantage of the temporal
information contained in a video. Video captions are
clearly separated from the background. The new method
appears more complicated than some conventional
approaches. However, instead of working on one frame at
a time like the conventional methods, the new method
addresses a whole segment of video at once. So the
computational load is not high after averaging over each
frame. One drawback of the algorithm is that it cannot deal
with special effect moving captions. However, since these
types of captions are used far less frequently than regular
captions, we can afford to use more complicated caption



tracing techniques for them.
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Figure 1: Sample frames of a video segmentation with the same caption text.
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Figure 2: Sample results: (a,b,c), sample video frames; (d), first three principal components plotted in one 3-D
coordinate with black points corresponding to caption pixels and gray points corresponding to background
pixels; (e,f,g), first three principal components shown through three images; (h), segmentation results.
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